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Abstract: We address the problem of searching for microblogs referring to events, which are difficult to find because
microblogs may refer to events without using event’s contents and a searcher may not use suitable queries for a search
engine. We therefore propose a dynamic search process based on MDP that takes query strategies optimized for the
current search state. As key components of the dynamic search process, we propose an RNN-based model for pre-
dicting long-term returns of a search process, and a DNN-based model that tries to match between the representations
of microblogs and those of events for identifying relevant microblogs. Experimental results suggest that the dynamic
search process could effectively search for microblogs, especially for implicitly referred events. Moreover, we show
high applicability of our proposed approach to unseen events for which any relevant microblogs were not available in
the training phase.
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1. Introduction

Searching for microblogs referring to a particular event is use-
ful when a user intends to survey people’s opinions and feelings
that are not reported in news articles. Most studies of event-
focused microblog searching tend to heavily rely on the event’s
contents, which are often keywords or named entities of events.
However, this approach is unsuitable when the reference to the
event is implicit and excludes the event’s contents. We discuss
the challenging points of the microblog search problem as fol-
lows. (1) Searching for microblogs implicitly or explicitly refer-
ring to events. We explain the difficulty of implicit references as
follows. For example, a user may describe the result of a New
York Yankees vs. Boston Red Sox game as “A really disappoint-
ing game.” In this case, search keywords such as “yankees red
sox” would not find such microblogs, while more general key-
words such as “game” would produce too many search results.
(2) The limited search results provided by the search engine for
microblogs. A search engine usually has its own ranking crite-
ria for search results or has the limited number of return. For
example, even if one makes effective queries for text contents
but he/she cannot get the relevant microblogs posted in the past
or specific regions because the search engine prefers the latest
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or global ones in the top of search results. Furthermore, as the
fraction of microblogs referring to a particular event can be ex-
traordinarily small in many cases, finding effective queries under
the API call limit imposed by the microblog hosting company
is a challenging task for both humans and algorithms. (3) Last
but not least, we maximize search efficiency, which is measured
by the recall of relevant microblogs for a fixed amount of issued
queries.

To this end, we propose a dynamic search process that takes
query strategies optimized for the current search state. This ap-
proach monitors the current search state and takes the most effec-
tive query strategy in the next step. This approach consists of the
following three components. (a) We propose exploratory and ex-
ploitative query strategies to search for microblogs implicitly or
explicitly referring to events. More concretely, the query strat-
egy can indicate whether queries for relevant microblogs with
high novelty (e.g., by adding novel words of recent search re-
sults to the current query) should be explored or whether queries
known to be effective (e.g., by using frequently occurring words
in the previous search results) should be exploited. (b) To ac-
curate monitor the search process, we propose an RNN-based
model that predicts long-term returns of a search process based
on not only current search states but also the history of search
states and query strategies. Subsequently, we train the dynamic
search process model using deep Q-learning [1] (a kind of rein-
forcement learning) that maximizes the expected return of every
issued query. (c) To increase the applicability of this research,
i.e., the search process can be applied to not only events seen dur-
ing training phase but also to unseen or new events, we optimize
the query strategies for events using the estimated relevance of
microblogs by a DNN-based model. The proposed DNN model
is based on transfer learning [2] and tries to match between the
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representations of microblogs and seen/unseen events using non-
linear dual-transformations.

The motivation of applying reinforcement learning in this re-
search is explained as follows. We explain by the components
of agent, environment, action, state, and return that are used in
a reinforcement learning algorithm [3]. For the microblog search
problem, the given search engine (environment) can be unknown
to the proposed search process (agent). For example, the rank-
ing criterion of search results from the engine is unknown to the
search process. Meanwhile, as the search results are usually lim-
ited and the fraction of relevant microblogs can be extraordinarily
small, searching for relevant microblogs on the engine (explor-
ing the environment) can be much difficult. Therefore, we apply
reinforcement learning to assist the search process to take effec-
tive query strategies (actions) based on the observed search states
(states) and the predicted long-term returns (returns).

We conducted simulation-based experiments using 28,406
tweets randomly sampled from Twitter. The experimental results
suggested that (1) our RNN-based model effectively estimated the
long-term returns of a search process, (2) our DNN-based model
effectively identified relevant microblogs, and (3) the dynamic
query strategies were more effective than stationary strategies,
and outperformed corpus-based and blog-to-event-based search
methods, especially when events were implicitly referred to.

The contributions of this work are summarized as follows:
• We proposed a dynamic search process based on the Markov

Decision Process (MDP) that issues different queries de-
pending on the current search state, and an RNN-based
model that estimates the long-term returns of a search pro-
cess.

• We proposed a DNN-based model that estimates the
relevance of the microblogs through nonlinear dual-
transformations.

• We demonstrated the effectiveness of the main components
of the dynamic search process, and showed that dynamic
query strategies are more effective than stationary strategies
and baseline search methods, especially for implicit refer-
ences.

The remainder of this paper is organized as follows. Re-
lated works are discussed in Section 2, and the microblog search
problem is presented in Section 3. Our dynamic search process
based on MDP and its key building blocks are introduced in Sec-
tion 4. Section 5 discusses the results of the experiments using
real-world microblog data, evaluates the proposed method, and
presents a case study. The paper concludes with Section 6.

2. Related Work

Crawling for Event Information
Crawling of event information from multiple data sources, such

as documents, web pages, and microblogs, has been extensively
studied. These studies [4], [5], [6], [7], [8] utilized the features
of multiple attributes of data sources, such as keywords or named
entities of textual contents, corresponding spatial locations, tem-
poral information, and the information of writers. Crawling in-
formation additionally includes the relationships and correspon-
dences between the target events and data sources. In some stud-

ies [8], the credibility or accuracy of the extracted event’s in-
formation was improved by evaluating the data sources and the
metadata (e.g., web media platforms of the data sources or the
initial seeds of data), and mining typical patterns of the data.
Other studies [9], [10] provide the event information in real time
by extracting up-to-date information from social media platforms.
For example, the proposed methods efficiently identify the typical
patterns or unusual bursty streams in multiple contexts (text, loca-
tion, or time) of Twitter microblogs. Our proposed method is ap-
plicable not only to the general crawling problem, but also to data
sources (e.g., microblogs) that implicitly refer to events without
including their contents. We also target for unseen events, which
are especially challenging because their relevant microblogs have
not been seen by a searcher.
Crawler Based on MDP with Reinforcement Learning

The relevant contents of a target object (e.g., an event) can be
effectively crawled by focused crawlers that utilize MDP with re-
inforcement learning [3], [11], [12], [13], [14]. In popular fo-
cused crawlers, the states of the MDP are the extracted results
such as web pages or database records, and the actions are simple
movements, such as following the links of web pages or issuing
queries from records. However, we argue that these simple states
and actions might be inappropriate for search processes requiring
search efficiency or the finding of implicitly referred results.

We therefore propose a dynamic search process that efficiently
finds the implicitly referred results through the proposed search
states and query strategies. Therefore, the search process can be
guided to explore results unseen in the previous results or to ex-
ploit deeply for results similar to the found ones recently. We also
propose an RNN-based model that accurately estimates the long-
term returns in a sequence of consecutive time steps, whereas
common models estimate the returns in a single time step. More-
over, we can optimize the actions of an online search process
by estimating the immediate rewards of the actions, whereas a
common search process must rely only on the offline trained pol-
icy. Last but not least, we apply state-of-the-art reinforcement
learning approaches [1], [15], [16] (deep Q-learning, double Q-
learning, and experience replay) to ensure the reliability of the
estimation results.
Zero-shot Learning

To identify the microblogs with relevance to the target events,
especially those of the unseen events, we utilize a transfer-
learning technique called zero-shot learning (ZSL) [17]. After
such transfer learning [18], a classifier can categorize instances
into a class for which no instances exist in the training data. ZSL
has been applied to the learning of intermediate attribute classi-
fiers [19], [20], [21], [22], learning a mixture of seen class pro-
portions [23], [24], [25], and learning of the compatibility among
heterogeneous spaces [26], [27], [28]. A typical ZSL frame-
work [28] links the unseen images to the correct text label by
mapping the image representations in convolutional neural net-
work (CNN) models to the text representations in Word2vec mod-
els. We therefore propose a DNN-based model and train it to
identify relevant microblogs by the ZSL strategy. The DNN
model applies nonlinear dual-transformations that increases the
accuracy of mapping between the microblog and event represen-
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tations, which are extracted from heterogeneous spaces.

3. Microblog Search Problem

We first introduce several terms that are important for defining
the target problem.
Microblog A microblog is posted by a user of a social media

platform, such as a tweet posted by a Twitter user. A mi-
croblog often includes textual content, a post time, and a
post location.

Event A common definition of an event is “a thing that hap-
pens, for a specific time and place, and can be observed by
human” [29], [30], such as news, holidays, disasters. In this
research, we study on news, a common type of events that
are referred to by microblogs.

Reference A microblog b refers to an event e if the writer
posted b to reply to e. Note that evidence of a reply can be
a hyperlink or a reply-link from b to e. A reference can be
either explicit or implicit. For example, a microblog “Con-
grats to Red Sox, the winner of the 2018 World Series Cham-
pionship!” explicitly refers to the event “The Red Sox beat
the Dodgers in the 2018 World Series”, while another mi-
croblog “Many congrats to Bosox.” implicitly refers to the
same event.

Finally, the present paper tackles the following problem:
Definition 3.1 (Searching for microblogs referring to events).
Given an event e and a search engine for microblogs, the problem
is to retrieve as many microblogs referring to e as possible by is-
suing queries to the search engine, where the number of search
results for one-time query is k and k is extremely small compared
to the number of all microblogs. The success of an algorithm
in solving this problem is measured by the recall of relevant mi-
croblogs after issuing n queries.

4. Dynamic Search Process

4.1 MDP-based Search Process
To efficiently search for microblogs referring to an given event,

we propose a dynamic search process based on MDP [3].
An MDP is composed of states S , actions A, a transition func-

tion T , a reward function R, and a policy π. Let st ∈ S be a state at
time t. The process takes an action at ∈ A from a probability dis-
tribution π(at |st), and moves to the next state st+1 as determined
by the transition function T (st, at), i.e., st+1 = T (st, at). The pro-
cess receives a reward R(st, at) by taking the action at at the state
st. The goal of the MDP is to find the policy that maximizes the
cumulative rewards.

The query strategies of a search process often include (but are
not limited to) exploration, which devises queries for retrieving
microblogs not retrieved in past queries, and exploitation, which
continues to retrieve microblogs similar to those found by recent
queries. The dynamics of the search process highly depend on
both the given event and the current search state, such as the num-
bers of relevant and newly found microblogs in the latest search
results. These characteristics of the search process can be well
modeled by MDP. At each time step, the search process chooses
a query strategy (or an action) by following the optimized policy.
The chosen query strategy then generates a query to retrieve new

search results. The retrieved results update the state and issue a
reward based on the number of relevant results.

Below, we explain how each component of an MDP can be
instantiated in the dynamic search process.
States

The state st = (vt, v+t , d
rel
t , dnew

t ) of the search process at time t

can be used to measure the degree of exploration and exploitation,
i.e., whether the process is retrieving more unseen microblogs
than familiar ones, or vice versa.

vt represents the difference between the search results re-
trieved by a query at time t (denoted by qt), and the previous
search results, i.e., those retrieved by qt−1. More precisely, let
b = (b1, b2, . . . , bm) be a vector representing m features of a mi-
croblog, where b1 and b2 are the textual content and post time of
a microblog, respectively. The i-th value of vt is defined as:

vt,i = ‖b̄t,i − b̄t−1,i‖, (1)

where b̄t,i is the mean of the microblogs Bt for the i-th feature:
b̄t,i =

1
|Bt |

∑
b∈Bt

bi, and Bt is a set of microblogs retrieved by the
query at time t.

v+t represents the difference between the relevant search results
at time t and the relevant search results at time t − 1. Thus, the
i-th value of v+t is defined as:

v+t,i = ‖b̄+t,i − b̄+t−1,i‖, (2)

where b̄+t,i =
1
|B+t |

∑
b∈B+t

bi, and B+t is the set of relevant microblogs
retrieved by qt.

drel
t is the difference between the number of relevant search re-

sults at time t, and the number of relevant search results at time
t − 1: drel

t = |B+t | − |B+t−1|.
Finally, dnew

t is the difference between the number of newly
found search results nt at time t and the number of newly found
search results at time t − 1: dnew

t = nt − nt−1, where nt =∣∣∣Bt −⋃t−1
t′=1 Bt′

∣∣∣.
Note that v+t and drel

t are estimated except in the training phase
when the relevant microblogs are known. When the ground truth
is unavailable, the relevant microblogs can be estimated by our
proposed DNN-based model as described in Section 4.4.
Actions

Our dynamic search process performs two types of actions,
namely, exploitative and exploratory query strategies.
( 1 ) Exploitative Query Strategy: This type of strategies uses

a salient term or a central value in the latest search results
as a query. For example, a query strategy uses the content
term with the maximum term frequency-inverse document
frequency (TF-IDF) score, or a post time close to the aver-
age post time in the latest search results as a query.

( 2 ) Exploratory Query Strategy: This type of strategies uses a
serendipitous term or an outer value in the latest search re-
sults as a query. For example, a query strategy uses the con-
tent term with a low TF-IDF score, or a post time far from
the average post time in the latest search results as a query.

We can define both types of query strategies for each feature of
a microblog. Therefore, the number of actions A is 2m (recall that
m is the number of features). The details of the strategies depend
on the implementation, and will be explained in Section 5.
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Fig. 1 Our dynamic search process searches for microblogs referring to target event e by issuing queries
to the search engine. We select a query strategy at by policy π(at |st) and generate the query qt+1

for the next time, and retrieve microblogs Bt+1, identify the relevant microblogs B̂+t+1, and transit
to the next search state st+1.

Fig. 2 Our RNN-based model predicts the long-term returns Q(st , a) of each query strategy a ∈ A by
using a sequence of search states st = (st−τ+1, . . . , st).

Transition
In the dynamic search process, a transition refers to a change

from search state st to search state st+1, and is determined by the
search results Bt, B+t , Bt+1, and B+t+1.
Reward

A reward is an immediate return of executing an action. In
our method, the reward is the number of relevant microblogs in
the search results; that is, R(st, at) = |B+t+1|. As the relevant mi-
croblogs are not known a priori, the relevance of the retrieved
microblogs is estimated by the DNN-based model proposed in
Section 4.4.
Policy

Policy describes the behaviors of the dynamic search process.
Given the current state st and event e, the policy π(at |st) selects an
action at ∈ A based on the long-term return of the search process.

Our search process is demonstrated in Fig. 1. Given an event e,
we select a query strategy at based on the policy π(at |st) that con-
siders the long-term return of applying at according to a sequence
of search states st, and generate query qt+1 for the next time. We
then retrieve microblogs Bt+1 and estimate the reward |B̂+t+1|, and
transit to the next search state st+1.

4.2 Deep Q-learning with the RNN Model
As explained above, the goal of the MDP is to learn the policy

that maximizes the cumulative rewards. In the Q-learning algo-
rithm [1], [15], [16], the long-term return is estimated by the Q
function. The Q function then determines the policy π as follows:

π(at |st) =
exp(Q(st, at))∑
a∈A exp(Q(st, a))

. (3)

Intuitively, the policy prefers actions with high long-term re-
wards.

The Q function is learned so that the following loss function is
minimized:

E

[
R(st, at) + γmax

a
Q(st+1, a) − Q(st, at)

]
, (4)

where γ controls the importance between the immediate and fu-
ture returns. Under this loss function, the Q function should ap-
proximate the sum of the immediate reward of the action at at the
state st, and the future reward of the maximum value of the Q
function at the next state st+1.

In standard Q-learning, the long-term reward is estimated only
from the current state and action, not by the past states and ac-
tions. To overcome this drawback, we propose an RNN-based
model in which the Q function estimates the long-term return
from the history of states and actions. The Q function with this
model determines the policy π(at |st) by considering the past states
st = (. . . , st−1, st), and is denoted by Q(st, a). The RNN model
comprises a long short-term memory (LSTM) [31] layer and a
fully connected (FC) layer, which is detailed in Section 4.3.

The RNN model is illustrated in Fig. 2. A sequence of states
st = (st−τ+1, st−τ+2, . . . , st) of length τ is input to the LSTM layer
of h-dimensional hidden states. Inputting the hidden state at time
t to a FC layer with a h × |A| matrix, we obtain the long-term
reward Q(st, a) at time t for all a ∈ A.

The Q function is trained by a deep Q-learning algorithm. For
clarity, we denote by Q(s, a; W) the Q function parameterized by
W. We then update Q by the following iterative process:
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( 1 ) In each iteration, choose at at each time t by an ε-greedy se-
lection method. This method either randomly selects at with
probability ε or at = arg maxa Q(st, a; W) with probability
1 − ε.

( 2 ) Compute the corresponding reward R(st, at) of executing ac-
tion at, and move to the next state st+1.

A large ε encourages exploration of various actions, whereas a
small value encourages the selection of the best action for the
current Q function.

Here we adopt experience replay [15], a common technique
in deep Q-learning that randomly chooses from the previously
observed state-action sequences and updates the Q function by
the sampled sequences. We additionally employ double Q-

learning [1] for stable learning, in which one model selects the
actions and another model determines the value of the Q function
under the selected actions. More formally, the loss function is
now defined as:

E

[
R(st, at) + γQ(st+1, a

∗
t+1; W′) − Q(st, at; W)

]
, (5)

where a∗t+1 = arg maxa Q(st+1, a; W). Note that Eq. (5) involves
two different models. The model with W selects the action a∗t+1,
whereas the model with W′ computes the value of the Q func-
tion for a∗t+1. The parameter set W ′ is updated to W after every
constant number of iterations.

4.3 An RNN Model that Predicts Long-Term Returns
We propose an RNN-based model that is used to implement

the Q function Q(s, a; W) that computes the long-term returns for
each query strategy a ∈ A.

To this end, the RNN model comprises an LSTM layer and a
fully connected (FC) layer. The LSTM layer [32], [33] can re-
member previous search states and keeps track of the dependen-
cies among the search states, for arbitrary and long time-intervals.
The FC layer then transforms the output of the LSTM, which is
the information of the required current and past search states, into
the long-term returns of each query strategy a.

In Fig. 2, given our search state st at time t, st is first input to
the LSTM layer with the hidden state ht−1 and memory cell state
ct−1 [32]:

ft = σ(W f st + U f ht−1 + δ f ),

it = σ(Wi st + Uiht−1 + δi),

ot = σ(Wost + Uoht−1 + δo),

ct = ft ⊗ ct−1 + it ⊗ tanh(Wcst + Ucht−1 + δc),

ht = ot ⊗ tanh(ct). (6)

Activation functions are sigmoid function (σ) and hyperbolic tan-
gent function (tanh). ⊗ denotes the operation of element-wise
product. LSTM updates the state ct of the memory cell, which
keeps tracking the dependencies among previous search states,
by controlling the extent it to which the new value (from search
state st) should be used and the extent ft to which the existing cell
value ct−1 should be remained, in the memory cell. The output of
new hidden state ht is computed based on the extent ot to which
the state ct of the memory cell should be used.

The computed ht is then input to the FC layer to compute the
long-term returns for each query strategy a ∈ A:

[Q(st, a1) . . .Q(st, a|A|)] = ReLU(Waht + δa)T , (7)

where Wa is a matrix of dimension |A| × h and δa is biases of
dimension |A| × 1. The FC layer uses the activation function of
rectified linear unit (ReLU) [34]:

ReLU([x1 . . . x|A|]T ) = [max(0, x1) . . .max(0, x|A|)]T , (8)

where xi ∈ R.
Therefore, for the Q function Q(s, a; W), W comprises the

trainable parameters below. In LSTM layer, the parameters are
the matrices W f , Wi, Wo, Wc ∈ Rh×s, the matrices U f , Ui, Uo,
Uc ∈ Rh×h, and the biases vectors δ f , δi, δo, δc ∈ Rh×1, where s

is the dimension of search state st and h is LSTM dimension. In
FC layer, the parameters are Wa and δa.

4.4 A DNN Model that Identifies Relevant Microblogs for
Events

In our dynamic search process, the reward is defined as the
number of relevant search results, and the relevance is assumed
to be known in the previous subsection. This subsection proposes
a DNN model that estimates the relevance of microblogs, even
when the relevant microblogs are not known a priori, for the
search process used in production. Both microblogs and events
are first represented by their own vectors. The vector of a mi-
croblog represents the textual content, writer’s profile, post loca-
tion, and post time, while the vector of an event represents the
event’s content. Their vectors are transformed separately with
different transform functions, into a space of the same dimen-
sion, and their relevance can be estimated by the inner product of
their transformed ones. This technique estimates the relevance of
microblogs to not only seen events in the training data, but also
unseen events that are not in the training data. I.e., we propose to
solve so-called zero-shot learning problem [17].

Specifically, the relevance of an event e and a microblog b is
estimated by:

F(e, b) = φe(e)Tφb(b)

= ReLU(Wee + δe)T ReLU(Wbb + δb). (9)

e and b are the vector representations of e and b, with dimen-
sions ne × 1 and nb × 1, respectively, which are detailed in Sec-
tion 5.2. The function φe is a nonlinear transformation compris-
ing a FC layer with the activation function of ReLU [34], i.e.,
φe(e) = ReLU(Wee + δe), where We is a trainable matrix of di-
mension ne × ne and δe is trainable biases of dimension ne × 1.
The function φb is defined in the same way but has a matrix Wb

of dimension ne × nb and biases δb of dimension ne × 1.
The functions φe and φb are trained by pairwise ranking

loss [17]. When an event e is paired with a relevant microblogs b,
the pairwise ranking loss is given by

∑
e′∈Etr

[Δ(e, e′) + F(e′, b) − F(e, b)]+, (10)

where Etr is a set of training events and [x]+ = max(0, x). The
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difference between e and e′, Δ(e, e′), is 0 if e and e′ are identical;
otherwise, Δ(e, e′) = β. In our experiments, β was set to 0.3.

The pairwise ranking loss encourages a small (negative) value
of F(e′, b)−F(e, b), especially when the difference between e and
e′ is large. In other words, when two events are dissimilar, F(e, b)
is expected to be much larger than F(e′, b).

When the dynamic search process is used in production, i.e.,
when no ground-truth relevance is known, the immediate reward
of the query strategies are estimated using the relevant microblogs
identified by the DNN-based model. We regard a microblog b as
relevant to a given event e if the score F(e, b) is sufficiently large
among the scores for all events. An estimated set of relevant mi-
croblogs is formally described as

B̂+t = {b | b ∈ Bt ∧ rank(e, b) ≤ r}, (11)

where rank(e, b) is the position of e when the events E are sorted
by their scores F, and r is a hyper-parameter. The immediate
reward is then computed by the same procedure as when the rel-
evant microblogs are known a priori.

5. Experiments

Our experiments were intended to answer the following re-
search questions: RQ1. Can our method effectively search for
microblogs relevant to a given event? Is it also applicable to im-
plicitly referred events? RQ2. Can our method outperform com-
parative methods, such as corpus-based and blog-to-event based
methods? RQ3. Can our model identify relevant microblogs for
a given event? Is it also applicable to events that are unseen in the
training data?

5.1 Dataset Collection
For the microblog search experiments, we collected 28,406

tweets (microblogs) from Twitter, among which 14,203 tweets
referred to a specific news (event) and the others were randomly
selected. The collection procedure is detailed below:
( 1 ) News (event) were collected from articles in CNN web-

site *1). We collected news-like tweets posted by the news-
feeder accounts (“@cnnbrk”) in Twitter. We ensured that
each news-like tweet me was unique by its tweet ID and
linked to a news e in CNN website.

( 2 ) Two human annotators checked the identity of collected
news by their contents. As a result, there were total 108
unique news (no duplicate) and some of them were consec-

utive news, which is detailed below.
( 3 ) We collected tweets that retweeted the news-like tweet me

with a comment. These tweets were regarded as microblogs
referring to news e.

We checked the identity of news by the following definitions.
News: the circumstances about the subject of entities (e.g., peo-
ple/object), for a specific time or place. Consecutive news: two
or more news are considered as consecutive if their circumstances
are different but used to describe the same subject. E.g., news 1
“Chris Brown and two other people arrested in Paris on allega-
tions of aggravated rape and drug violations” and news 2 “Singer

*1 https://edition.cnn.com

Table 1 Microblog statistics.

Data #

Tweets 28,406
Tweets referring to events 14,203
Events (news) 108
Writers 24,107

Implicit references 9,137
(84.6 per event)

Explicit references 5,066
(46.91 per event)

Table 2 Event (news) annotation.

Category Unique news:
(total #:108)

Consecutive news

POLITICS 27 (4, 3, 2, 2)
CELEBRITY 26 (4, 3, 2, 2)
SOCIETY 18
WORLD 10 (2)
CRIME 18 (6)
DISASTER 3
TERROR 6 (3)

Chris Brown has been released from police custody and he won’t
face any charges at this time” were consecutive news as there
are two different circumstances about the same subject (“Chris
Brown”).

Two annotators labeled the category of each news. Within each
category, they then checked if each news is unique and if two or
more news are consecutive news. Table 2 shows the annotation
results and “(4, 3, 2, 2)” in POLITICS means there were 4, 3, 2,
and 2 news that were consecutive news, respectively.

Table 1 shows the statistics of the collected tweets. Implicit
references are microblogs that refer to an event e without con-
taining any terms in e, whereas explicit references contain terms
that are also included in e. Clearly, our dataset contained more
implicit references than explicit references. This trend supports
our motivation of employing the DNN model for relevance esti-
mation.

5.2 Microblogs, Events, and Search Engine
Microblogs are characterized by their textual content, the

writer’s profile *2, a post location, and a post time. In our ex-
periments, each microblog b was represented as a vector b =
(bc,bu, bl, bz). The content vector bc was constructed as the
weighted average of the word embeddings of the terms in the con-
tent

bc =
1
z

∑
v

TF-IDF(v, bc)WEc(v), (12)

where v is each term of the content bc, TF-IDF(v, bc) indicates the
weight of v in bc, WEc(v) indicates the vector of v in the word
embeddings space for the contents, and z =

∑
v TF-IDF(v, bc) is

used for weighted average. The writer’s profile vector bu was
constructed in the same way:

bu =
1
z

∑
v

TF-IDF(v, bu)WEu(v), (13)

*2 Twitter allows each user to construct a profile describing their back-
ground, interests, and other distinguishing attributes.
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where v is each term of the writer’s profile bu and WEu(v) indi-
cates the vector of v in the word embeddings space for writer’s
profiles.

The location vector bl was a two-dimensional vector indicating
the latitude and longitude of the point from which the microblog
was posted or the location of the writer’s profile. Note that we
preprocessed for microblogs that did not have posted locations
in Appendix A.1. The post time bz was simply represented by a
scalar.

The vector of an event e was constructed in the same way above
but used the word embeddings space WEe for the event’s con-
tents, which is

e =
1
z

∑
v

TF-IDF(v, e)WEe(v). (14)

Note that we used different models for the word embeddings
of microblogs and events, each of which was trained by a set of
microblogs and a set of events, respectively, since the same term
may have different senses in different media.

To simulate a search process, we built a simple search en-
gine that returns the top-k microblogs according to the following
matching score:∑

i∈{c,u,l,z}
αisimi(qi, bi). (15)

k was set to 90 in the experiments. Note that we reference search
engines for microblogs and use a complete form for query that
comprises content terms, writer’s profile terms, location, and
time. The query vector q = (qc, qu, ql, qz) was constructed in
a similar way to the microblog vector:

qc =
1
|Vc|

∑
v∈Vc

WEc(v),

qu =
1
|Vu|

∑
v∈Vu

WEu(v), (16)

where v is either a query term for the contents or a query term
for writer’s profiles. The similarity function simi can be different.
When bi is either a content vector or a writer’s profile vector, simi

is the cosine of the two vectors. The similarity function computes
the inverse of the Euclidean distance for location and time. The
hyper-parameter αi was tuned by the validation data.

5.3 Comparative Methods
We compared our method with the following methods from ex-

isting studies.
(1) Corpus-based Search (CW and CS) [8], [13], [35], [36],

[37], [38], [39]: In this category of methods, the search queries
are generated using the similarities and weights of the terms in
event e, the search results B, and a corpus D. The first method
(denoted by CW) uses the terms with the high frequency in the
corpus and the latest search results to generate the next query
qt = (qt,c, qt,u, qt,l, qt,z):

qt,c = w2v

(
arg max

v

(
λB fBt−1 (v) + λD fD(v) + λn fn(v)

))
,

qt,u =
1
|Bt−1|

∑
bi∈Bt−1

bi,u,

qt,l =
1
|Bt−1|

∑
bi∈Bt−1

bi,l,

qt,z =
1
|Bt−1|

∑
bi∈Bt−1

bi,z, (17)

where fBt−1 (v), fD(v), and fn(v) are the frequency of word v in
Bt−1, the frequency of v in D, and the inverse count of the queries
that yielded search results including v, respectively. The function
w2v(v) indicates the word embedding of v, and qt,u, qt,l, and qt,z

are the means of the respective vectors in Bt−1.
The second method (denoted by CS) uses the same query vec-

tor as the CW, but a different qt,c. Intuitively, qt,c is the vector rep-
resentation of the most frequent term in the retrieved microblogs
semantically similar to a given event e. In the CS, it is defined as

qt,c = w2v(arg max
v

fB′t−1
(v)),

B′t−1 = {b | bi ∈ Bt−1 ∧ sim(e,bi,c) ≥ θCS}, (18)

where sim(e,bi,c), which should approximate the semantic simi-
larity of e and bi, is computed as the cosine of their vector rep-
resentations trained by a corpus D. The hyper-parameter θCS is
the threshold that determines whether a microblog is semantically
similar to an event.

(2) Blog-to-event-based Search (B2E) [40], [41], [42]: This
approach uses the same query vector as the CS, but a different
qt,c. The main difference between CS and B2E is the similarity
criterion that associates microblogs with a given event. As an
event and its associated microblogs can use different vocabular-
ies, this B2E approach first learns a mapping function from words
of a microblog to words of an event in sequence, and computes
the similarity between the mapped microblog and the event. Mi-
croblogs similar to an event e are defined as

B′t−1 = {b | bi ∈ Bt−1 ∧ sim(e, ψ(bi,c)) ≥ θB2E}, (19)

where ψ uses the sequence-to-sequence encoder-decoder
model [43], [44], trained by a corpus D, which predicts the
mapped words of a microblog and transforms the mapped words
into a vector representation.

(3) Stationary Strategy Search: As a simplified version of
our proposed method, this comparative method applies the pat-
terns of query strategies to generate queries without considering
the search state. There are the best sequence of query strategies
(PS) and the best query strategy (SS).

(4) Simplified Models for Ablation Study: We also compared
the performance of our proposed method with some simplifica-
tion for an ablation study. In one setting of this experiment, RNN
for the Q function was replaced by a method that considers only
the current state and action (denoted by “No RNN”). The other
setting is that we did not apply word embeddings for microblogs
and events in DNN model that identifies relevant microblogs (de-
noted by “No WE”).

5.4 Experimental Settings
This subsection explains the dataset setting, actions in the dy-

namic search process, training of the deep neural network models,
and the baseline settings.
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5.4.1 Dataset Setting
Using the events and tweets shown in Table 1, the model is

trained and evaluated as follows. We first split the set of events
into Etr and Etest, where |Etr| = 85 and |Etest| = 23. To learn the
model, we used the 80% of tweets referring to Etr as the training
data and the remaining 20% as the validation data. The number
of tweets referring to Etr was 12,547. The built model was evalu-
ated for Etest by running the search processes on a search engine
developed for the tweets referring to Etest (1,656 tweets) and the
ones referring no events (14,203 tweets). Note that the events
Etest was disjoint to the events Etr, i.e., Etest ∩ Etr = ∅, and Etest is
also called unseen events.
5.4.2 Query Strategies for the Dynamic Search Process

As mentioned, there were two types of query strategies for each
feature of a microblog. Exploitative query strategies for a textual
content and a writer’s profile issue the term v that maximizes the
following formula as a query at time t + 1:

TF-IDF(v, Bt)TF-IDF(v, B+t ), (20)

where the function TF-IDF(v, Bt) indicates the weight of v in Bt

by the TF-IDF weighting schema. Recall that Bt is a set of mi-
croblogs retrieved at time t, and B+t is a set of relevant microblogs
retrieved at time t.

Exploitative query strategies for a post location and a post time
issue the location or time of the microblog randomly sampled
from the five microblogs closest to the mean post location or post
time in search results B. By taking an example of the post time,
the closeness of a microblog bi is computed by:

|bi,z − b̄z|, (21)

where b̄z is the mean post time in search results Bt. The closeness
in terms of the post location is defined in a similar way with the
Euclidean distance.

In contrast to the exploitative query strategies that encourage
retrieval of microblogs similar to the latest search results, ex-
ploratory query strategies seek microblogs that are dissimilar to
the latest search results. Exploratory query strategies for a con-
tent and a writer’s profile issues the term v that maximizes the
following formula as a query at time t + 1:

TF-IDF(v, Bt)
−1TF-IDF(v, B+t ). (22)

Only the difference from the exploitative query strategies is the
inverse weight by TF-IDF(v, Bt). This is expected to encourage
less frequent but salient terms to be issued as a query.

Exploratory query strategies for a post location and a post time
issue the location or time of a microblog that is randomly sampled
from the five microblogs farthest from the mean post location or
post time in the search results B.
5.4.3 Tuning of the Dynamic Search Process

Table 3 summarizes our hyper-parameter settings in the dy-
namic search process. Below, we explain how we decided these
parameters.

The training of the dynamic search process model was carried
out with stochastic gradient descent with a learning rate 0.01. Ta-
ble 4 shows the effects of varying the length of search states for

Table 3 Hyper-parameter setting of our models.

value

MDP
ε 0.15
γ [0.80, 0.99]
Experience replay size 50

RNN
Sequence length (τ) 6
LSTM dimension (h) 50
# of trainable parameters of W 12,608

DNN
event dimension (event’s content) 216
microblog’s content dimension 216
writer’s profile dimension 216
microblog dimension 435
# of trainable parameters of We and δe 216 · 216 + 216
# of trainable parameters of Wb and δb 216 · 435 + 216

Table 4 Tuning of the RNN model, showing the recall scores for different
sequence lengths and LSTM dimension h.

RNN sequence
length (τ)

LSTM’s h
h=50 h=30 h=60 h=100

3 0.672 0.644 0.659 0.616
4 0.729 0.712 0.724 0.708
5 0.729 0.717 0.721 0.661
6 0.781 0.762 0.772 0.708
7 0.776 0.751 0.767 0.707
8 0.755 0.745 0.747 0.719
9 0.714 0.697 0.709 0.667
10 0.599 0.575 0.584 0.538

Fig. 3 Effect of online training for the dynamic search process (red plot is
the result of no online training).

the Q function (τ), and the LSTM dimension (h), in the training
of the models. The recall was maximized at τ = 6 and h = 50.

Compared with the static offline policy, our online optimized
policy guided the search direction after acquiring some search
experiences within 100 search steps (Fig. 3). Additionally, the
search process might slightly favor random exploration of query
strategies (i.e., ε = 0.15). During each one-time training of the
RNN model, we follow the early stopping of training as shown in
the tuning of φ below.

We evaluated the dimension of the nonlinear transformation
φ that was used for identifying relevant microblogs. We used
stochastic gradient descent with a learning rate 0.01 of a decay
rate 0.0001, and the pairwise ranking loss of Eq. (10). Figure 4
showed the training loss and accuracy over epochs. It can be seen
that the dimension 216 got better results among the other cases.
We also decided to use the model parameters at epoch 150, as the
top-5 accuracy 0.498 of the validation data did not improved with
more epochs and the training loss was apparently low.
5.4.4 Baseline Methods

Using the training data, we obtained the frequency of terms,
the word2vec model, and the blog-to-event sequence-to-sequence
model. Furthermore, we ran search processes on the validation

data to tune the hyper parameters including λB, λD, and λn of
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Eq. (17), θCS of Eq. (18), and θB2E of Eq. (19).

5.5 Experimental Results
We report and discuss experimental results of the microblog

search and relevance estimation, and answer research questions
from RQ1 to RQ3.
5.5.1 Performance of Microblog Search
Overall Performance

Table 5 shows the overall performances of our proposed
method and comparative methods.

Our method (Ours) outperformed the baseline methods includ-
ing the corpus-based search methods (CS and CW) and the blog-
to-event-based search method (B2E). The recall was at least
1.67 times higher in our method than in the baseline methods.
We can also observe that our method achieved the best recall in
terms of searching for microblogs with implicit references. In
our dynamic search process, applying word embeddings for rel-
evance estimation was more effective than the one without us-
ing word embeddings (Ours (No WE)). In addition, applying dy-
namic query strategies (Ours) was more effective than the one

Fig. 4 Tuning of the DNN model.

Table 5 Search performance of each method.

Method Recall Implicit Explicit

CS 0.413 0.238 0.175
B2E 0.389 0.192 0.197
CW 0.346 0.213 0.133

Ours 0.688 0.361 0.327
Ours (No RNN) 0.656 0.337 0.318
Ours (No WE) 0.492 0.254 0.238

Ours (PS) 0.576 0.336 0.240
Ours (SS) 0.499 0.283 0.216
Ours (Random) 0.322 0.177 0.145

Table 6 Search performance of each method (evaluated on varying fractions of ground-truth relevant
microblogs).

80% of rel. microblogs 60% of rel. microblogs 40% of rel. microblogs 20% of rel. microblogs
Method Recall Imp. Exp. Recall Imp. Exp. Recall Imp. Exp. Recall Imp. Exp.

CS 0.406 0.234 0.172 0.389 0.213 0.175 0.382 0.210 0.172 0.379 0.203 0.177
B2E 0.384 0.187 0.197 0.381 0.190 0.191 0.381 0.182 0.198 0.371 0.176 0.194
CW 0.343 0.209 0.133 0.333 0.198 0.134 0.324 0.190 0.133 0.311 0.180 0.131

Ours 0.643 0.312 0.331 0.624 0.296 0.328 0.615 0.292 0.323 0.605 0.277 0.328
Ours (No RNN) 0.606 0.292 0.314 0.602 0.284 0.318 0.587 0.270 0.317 0.570 0.271 0.300
Ours (No WE) 0.466 0.221 0.246 0.449 0.219 0.230 0.437 0.197 0.240 0.426 0.203 0.223

Ours (PS) 0.542 0.303 0.239 0.506 0.264 0.242 0.517 0.277 0.239 0.500 0.263 0.237
Ours (SS) 0.488 0.269 0.218 0.455 0.239 0.216 0.448 0.241 0.207 0.427 0.176 0.252
Ours (Random) 0.306 0.162 0.144 0.280 0.133 0.148 0.286 0.127 0.159 0.261 0.114 0.146

applying stationary query strategies (Ours (PS)). Meanwhile, the
corpus-based similarities (CS) and the blog-to-event mapping
(B2E) were more effective for explicit references than using the
important contents of high frequency (CW).

These results are summarized as follows: (1) Our method ef-
fectively finds both implicit and explicit references to a given
event. (2) The recall was improved not only by our dynamic
query strategies but also by identifying the relevant microblogs.
(3) The corpus-based similarities of word2vec and the blog-to-
event mapping effectively retrieve certain types of explicit ref-
erences, but are less effective for implicit references than our
proposed method. (4) An appropriate mapping between the mi-
croblogs and the referred events is probably vital when searching
for implicit references.

The research questions RQ1 and RQ2 are answered as follows:
RQ1. Our method effectively searched for microblogs relevant to
a given event, and also retrieved microblogs with implicit refer-
ences to the event. RQ2. Our method outperformed the compar-
ative methods (corpus-based and blog-to-event based methods).
Performance with Less Relevant Microblogs

As our dataset contained a fair amount of relevant microblogs,
we also evaluated the performances with the dataset including
fewer relevant microblogs, which might better represent the dis-
tribution of real-world microblog data. Table 6 showed the recall
of each method when a certain fraction of relevant microblogs
were removed. Our method maintained its higher performance
than the other methods, even when the relevant microblog ratio
was reduced to 20%. However, the performance of implicit ref-
erences decreased significantly. The reason might be that finding
implicit references required more training data for learning the
transformation used in the relevance estimation.
5.5.2 Performance of Relevance Estimation

Table 7 showed the performance of relevance estimation of mi-
croblogs. We ranked microblogs on a set of arbitrarily retrieved
microblogs for a given event that was not used in the training.
The ranking metrics is normalized discounted cumulative gain

Table 7 Performance of ranking microblogs for events.

Method NDCG@5 NDCG@10 NDCG@60

CS 0.116 0.130 0.085
B2E 0.090 0.100 0.066
Ours 0.177 0.178 0.236
Ours (No loc./time) 0.168 0.167 0.221
Ours (No WE) 0.140 0.137 0.185
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Table 8 Case study of searching for microblogs referring to the event, “Suspect confesses to kidnapping
Jayme Closs and killing her parents, and says he decided to target her after seeing ...”. Note
that we list queries used by a method that retrieved microblogs and “-” means no such queries.
Exploitative query strategies for content, writer profile, post location, and post time are denoted
by a1,c, a1,u, a1,l, and a1,z. Similarly, Exploratory query strategies for those items are denoted by
a2,c, a2,u, a2,l, and a2,z.

Microblog Ref. type CS Ours (PS) Ours

1
c:“Praying for this brave young woman.”
u:“Mid-century woman with decades of music in my
head ...” l:“Florida” z:“Jan 14 20:53:24 2019”

Imp. - -

strategy a2,u

q{c:“pray”
“brave”,
u:“woman”}

2
c:“Turn this sicko into a twice baked potato. Poor girl.”
l:“Pittsburgh, PA” z:“Jan 14 20:50:33 2019”

Imp. - -

strategy a2,l

q{c:“sicko”,
l:(close to Pitts-
burgh)}

3
c:“Sad and uncivilised moved by one from the civilised
domains”
l:“Gombe, Nigeria” z:“Jan 15 11:05:09 2019”

Imp. -
strategy a2,c

q{c:“sad” “un-
civilised”}

strategy a2,c

q{c:“sad”
“civilised”}

4

c:“I know they always pointe out crimes committed by
non-white and then tell us that they are not racist ...”
u:“General News Politics History” l:“Bellingham,
WA” z:“Jan 15 15:02:14 2019”

Imp. q{c:“crime”
“racist”}

strategy a2,c

q{c:“crime”
“racist”}

strategy a1,u

q{c:“crime”,
u:“politics”}

5

c:“I wish this perv got killed in a shootout with cops!
Poor little Jayme will now need to endure narrating ...”
u:“UnCommented RT is an endorsement” z:“Jan 15
04:18:01 2019”

Exp. q{c:“jayme”
“kill”}

strategy a1,c

q{c:“jayme”}
strategy a2,c

q{c:“jayme”
“poor”}

6

c:“Jayme you are a brave girl. He shall go to hell.”
u:“daughter. sister. mother. lover. friend. scrapbook
event organizer. loves to laugh. loves to live.” z:“Jan
14 22:31:42 2019”

Exp. q{c:“jayme”} strategy a1,c

q{c:“jayme”}
strategy a1,c

q{c:“jayme”}

(NDCG) with the ranking position of 5, 10, and 60.
We compared our proposed relevance estimation method

(Ours) with simplified variants of our method and the baseline
methods. The former includes the one without using the post lo-
cation and time (Ours (No loc. and time)), and the one without
using the representations of word embeddings (Ours (No WE)).
The latter includes the corpus-based (CS) and the blog-to-event-
based (B2E) methods.

The results suggested that: (1) The overall performance was
low and this showed the difficultly of ranking on a set of ran-
domly retrieved microblogs. (2) Our ranking was effective com-
pared to other methods, especially if we were allowed to con-
sider more ranking results, e.g., NDCG@60 = 0.236. (3) The
mapping between representations of microblogs and events was
effective than the mapping between word-to-word level of them.
This implied that the referred events from microblogs was hard to
model by considering only textual contents. (4) Both the repre-
sentations of word embeddings and the transformation mapping
was effective for identification of relevant microblogs. For high
performance, the representations of microblogs should consider
multiple attributes (e.g., textual content, writer’s profile, location,
time).

The research question RQ3 is answered as follows: RQ3. Our
model could identify relevant microblogs for a given event more
effectively than the baseline methods. It was also effective to
events that are unseen in the training data.

5.6 Case Study
We conducted case study as shown in Table 8. Our methods

made the effective query composed of text of non-keyword, such
as sentiment words, cf. microblogs 1, 3, and 5. Our dynamic
query strategy also constructed effective queries, for implicit ref-
erences, such as those composed of related writer profiles or close
locations, cf. microblogs 1, 2, and 4. In other words, stationary
query strategies do not guarantee effective queries at the correct
moment. Meanwhile, corpus-based search does not guarantee
effective non-keyword queries. All of the tested methods con-
structed effective keyword queries, for explicit references, cf. mi-
croblogs 5, and 6.
5.6.1 Effect of RNN Model

To investigate the effect of applying the RNN model in the
dynamic search process, we compared the relevant microblogs
found by the search processes that applied with the RNN model
and without the RNN model (No RNN). We projected their re-
sults into two-dimensional spaces of textual contents, writer’s
profiles, locations, and times, respectively, by principal compo-
nent analysis (PCA).

In Fig. 5 (d), for the content space of event 209, most mi-
croblogs found by RNN or No RNN were overlapped as shown
by the gray points. Meanwhile, these microblogs were in cen-
ters of microblogs and we could also find similar results on other
events. This implied that either RNN or No RNN could find rep-

resentative microblogs for events.
Furthermore, (1) RNN might find more diverse results, such as

those of blue-cross points. In Figure (a), for event 68: “President
Trump put the onus of an 18-day partial government shutdown
on Democrats ...”, RNN found a microblog that replied implic-
itly with negative emotion: “i can see the pain ...”, compared to a
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(a) Relevant tweets (microblogs) found for event 68: “President Trump put the onus of an 18-day partial government shutdown on Democrats,
saying the matter ...”. A center tweet 4,698 (which was from the center of tweets): “But he was proud to take the mantle of a shutdown. Said
he wouldn’t blame the Democrats. Lie?”. A non-center tweet 4,713: “i can see the pain. Use lube next time.”

(b) Relevant tweets found for event 100: “A mass drug overdose at a home in Chico, California, has killed one person ...”. A center tweet
7,753: “Good ole Mexican drugs in sanctuary Pelosi state of California”. A non-center tweet 7,421: “Love the people on here thinking a wall
can stop America’s opioid addiction. Thats like hoping a rake can stop terrorism.”

(c) Relevant tweets found for event 180: “Multiple people have been shot at a SunTrust Bank in Sebring, Florida, authorities say ...”. A center
tweet 18,883: “Really very sad news ... Now end the shooting ...”. A non-center tweet 20,743: “Build that wall.”

(d) Relevant tweets found for event 209: “In the midst of a partial government shutdown stalemate over a border wall, the State Depart-
ment cancels a conference ...”. A center tweet 21,677: “Wanna see the Democrats end the shutdown and start supporting the unpaid federal
employees?”. A non-center tweet 22,727: “This needs to stop.”

Fig. 5 Visualization of relevant microblogs found by search processes applying with RNN model and
without RNN model. We projected found microblogs into two-dimensional spaces of textual con-
tents, writer’s profiles, locations, and times, respectively. Blue cross, orange x, and gray point are a
microblog found by RNN, without RNN, and both of RNN and without RNN, respectively. In the
content space of Figure (b), for event 100: “A mass drug overdose at a home in Chico, California,
has killed one person ...”, both models could find representative microblogs, from the center of
microblogs, such as tweet 7,957: “Don’t do drugs, simple!!”; while only RNN was able to find
more diverse microblogs, which might be far from the center results, such as tweet 7,421: “Love
the people on here thinking a wall can stop America’s opioid addiction. Thats like hoping a rake
can stop terrorism.”
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commonly found microblog: “But he was proud to take the man-
tle of a shutdown. Said he wouldn’t blame the Democrats”, which
mentioned the keywords “shutdown” and “Democrats”. RNN
also found more results of diverse writer’s profiles and locations,
such as those in events 68 and 100. (2) Lastly, RNN exploited a
bit more results that were around the center ones, such as in the
content space of event 68.

The above results (1) and (2) might demonstrate the impor-
tance of timely exploratory or exploitative search with effective
query features. Meanwhile, our RNN was effective to conduct
timely exploratory and exploitative search based on the required
historical search experiences, which might be the reason for the
effectiveness of the RNN model.

6. Conclusion

We considered the problem of searching for microblogs refer-
ring to a particular event, which are difficult to find when the
event’s contents are not explicitly stated in the microblog. In
such cases, the searcher might not construct a suitable query for
the search engine. To overcome the difficulty, we proposed an
MDP-based dynamic search process that takes query strategies
optimized for the current search state. As key components of
the dynamic search process, we proposed an RNN-based model
for predicting long-term returns of a search process, and a DNN-
based model that tries to match between the representations of mi-
croblogs and those of events for identifying relevant microblogs.

To evaluate our proposed method, we conducted simulation-
based experiments using 28,406 tweets sampled from Twitter.
The experimental results suggested that (1) Our method could
effectively search for microblogs relevant to a given event, es-
pecially for the implicitly referred events. (2) Our method
could outperform comparative methods including corpus-based
and blog-to-event-based methods. (3) Our model could identify
relevant microblogs for a given event, from a set of microblogs.
(4) Our models were applicable to events that were unseen in the
training data.
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Appendix

A.1 Preprocessing for Microblogs’ Locations

In real microblog data, such tweets, it often finds that mi-
croblogs were posted without attached locations. We prepro-
cessed for the microblogs that did not have posted locations as
follows.

For a microblog without posted location, (1) we used the loca-
tion of the writer’s profile instead. (2) If (1) did not work, we used
a random location instead, which a random one from all existing
posted or writer’s locations.

The consideration of (2) is that since location was used as
one factor that measured the similarity between microblogs and
events, we must assign one value for the location. Meanwhile,
we assign a random value for location to reduce the effect for the
model that computes the similarity. In other words, suppose we
did not assign the random but one specific value for those mi-
croblogs without location, then those microblogs would be con-
sidered as the same for their location values, which was not true
in real world.
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