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In this paper, we present a prototype MIPS R3000 processor, which inte-
grates the fine-grained power gating technique into its functional units. To
reduce the leakage power consumption, functional units, such as multiplier and
divider can be power-gated individually according to the workload of the ex-
ecution program. The prototype chip – Geyser-1 has been implemented with
Fujitsu’s 65 nm CMOS technology; and to facilitate the design process with
fine-grained power gating, a fully automated design flow has also been pro-
posed. Comprehensive real-chip evaluations have been performed to verify the
leakage reduction efficiency. According the evaluation results with benchmark
programs, the fine-grained power gating can reduce the power of the processor
by 5% at 25̊ C and 23% at 80̊ C.

1. Introduction

Leakage power consumption has become a major design constraint in recent
microprocessors. In CMOS technology, leakage power arises from the imperfect
nature of transistors, where “leak” currents constantly flow from the power supply
to the ground even in the off-state. Since leakage power increases exponentially
with scaled threshold voltage, there has been a three to five times leakage raise
per technology-generation 1). Recently, leakage power constitutes 20–40% of the
power budget of microprocessors 2), and its reduction techniques are indispensable
in current and future process technologies.
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Power Gating (PG) is one of the most effective leakage-reduction techniques,
with which circuit blocks are not connected directly to the power grid but through
power switches. To reduce the leakage power, the connection between idle circuit
blocks and their power supply can be temporarily cut off by turning off power
switches. In recent commercial microprocessors, core-level PG 3) has been im-
plemented by inserting power switches between the global power grid and the
power ring of processor cores. When the operating system knows the idle state
of a processor core may last for certain times, the core, which can be either the
CPU-core 4) or other heterogeneous cores 5), will be put into the sleep mode by
shutting off its power supply. Although such a core-based PG control scheme
is straightforward and easy to be applied, it misses leakage-saving opportunities
when a portion of intra-core components are in the idle state. Moreover, the
wakeup latency of core-level PG, which is the time needed to fully restore the
power of a sleep core, is in the order of micro-second. That implies, with core-
level PG, only conservative PG control schemes can be applied when a long idle
time of the processor core is detected.

In contrast, PG control schemes which aggressively power on/off functional
units within a processor core have also been studied 6)–8). By exploiting PG op-
portunities at a finer granularity, these schemes usually achieve better leakage
reduction effects than the core-based PG scheme. However, PG is a non-ideal
technique, and aggressively powering on/off functional units may incur unafford-
able penalties on both performance and power consumption. Hu, et al. 6) analyze
the costs involved in power-gating functional units and present an analytical
model of the Break-Even Time (BET), which is the minimum time a functional
unit should remain in sleep mode such that the saved leakage energy can com-
pensate the dynamic energy overhead caused by powering on/off the unit. If a
sleep event is shorter than BET, PG consumes more power instead of saving.
To avoid such short-term sleep events, in the same paper, they have proposed
a time-based PG control policy and a branch-guided policy. Youssef, et al. 7)

have further exploited PG opportunities by tracking the behavior of the exe-
cuting program across different time segments and predicting the length of idle
periods of functional units; and Lungu, et al. 8) have proposed a scheme to guar-
antee the quality of PG with a successful monitor. In addition, compiler-based
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schemes 9)–11), which employ static code analysis or dynamic profiling to identify
the time period when a functional unit is not used, have also been proposed.

However, all above papers miss the corresponding circuit-level techniques.
Since functional units are power-gated at runtime, high-speed fine-grained PG
techniques that can better exploit leakage-saving opportunities spatially and tem-
porally are indispensable.

In our previous works 12),13), we have presented a framework to implement the
fine-grained PG on microprocessor functional units by integrating circuit-level,
architecture-level, and system software techniques. At circuit-level, we have pro-
posed a fine-grained PG technique, which has nano-second order wakeup latency
and can be implemented at arbitrary granularity. At architecture-level, a PG
control scheme, which keeps a functional unit active only when being used, has
been applied. In addition, BET-aware PG control schemes, which are guided by
the system software (compiler and operating system) have also been proposed to
achieve maximum leakage reduction effects. The power evaluation comes from
a piecewise-linear power model which is based on the transistor-level simulation
of each functional unit. While the evaluation result is reliable regarding the
power reduction effects on each functional unit, it ignores the impact of PG on
the whole processor, in terms of both functionality and power consumption. In
another word, the feasibility of proposed methodology has not been proved.

In this paper, we apply the proposed framework to a real-chip implementa-
tion �1. The feasibility and power reduction efficiency of the proposed method-
ology have been verified with real-silicon evaluation. The contributions of the
paper can be summarized as follows:
• We have proposed a fully automated design flow of fine-grained PG. Com-

pared with our previous work, no manual edit on layout is needed. Moreover,
we have improved the design methodology, and the area overheads of func-
tional units have been reduced from 41% to 9.2%.

• We have implemented a MIPS R3000 prototype chip with Fujitsu’s 65 nm
CMOS technology. The prototype chip integrates the fine-grained PG tech-
nique into its functional units, which can be power-gated individually at

�1 This work is based on Ref. 14)

runtime. To the best of our knowledge, this is the first chip which provides
fine-grained PG control schemes on functional units.

• The feasibility of the proposed design flow has been verified with real-silicon
evaluations. Furthermore, comprehensive real-chip evaluations have been
executed to measure leakage-saving results and other important parameters
(BET, wakeup latency and so on). We have measured these parameters at
different temperatures by using a thermal chamber, and the obtained results
are more reliable than those obtained from simulations.

The rest of this paper is organized as follows. Section 2 introduces the fine-
grained PG design methodology; and the PG control schemes on functional units
are presented in Section 3. In Section 4, we illustrate the implementation of
the prototype chip; and the real-chip evaluation results are shown in Section 5.
Section 6 is conclusion and the future work.

2. The Fine-grained PG Methodology

In this section, we illustrate the fine-grained PG technique which is integrated
into the functional units design in this work to reduce leakage power at runtime.
In addition, a fully automated design flow will be presented.

2.1 Fine-grained PG
Unlike the conventional PG, fine-grained PG employed in this work requires a

set of special cells each of which has its own virtual ground (VGND) line (such a
set of cells is referred as PG-cells in this paper). As shown in Fig. 1, VGND lines
from several cells are connected through a shared high-Vth footer power switch
to the real GND. If the sleep signal is set on, the logic block is put into the
sleep mode by cutting off the connection between VGND and GND. In this case,
the VGND is charged up to a voltage near the VDD, and the leakage current is
reduced consequently. When the power switch is turned on, parasitic capacitance
on the VGND line is discharged through the power switch, and a certain amount
of time (wakeup latency) is required to wait the voltage on VGND to become
stable.

The wakeup latency is affected by physical parameters such as power switch
size and VGND capacitance. In order to fine tune these parameters, we used
a Locally-Shared Virtual ground (LSV) scheme 15) shown in Fig. 2. With this
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Fig. 1 Out line of power gating circuit.

Fig. 2 A VGND architecture for a fine grain PG.

scheme, the entire PG target is partitioned into smaller local power domains,
and the local VGND line and the power switch are shared only within a local
power domain. Although power switches are controlled by a unique control sig-
nal for each PG target, the size of power switches can be tuned independently,
implying that the IR-drop on the VGND line can be managed easily by selecting
appropriate-sized power switches for each local power domain. Furthermore, since
existing ground rail in the PG-cells is used as the real ground, permanent power

networks are reachable throughout the PG target; thus, non-power-gated cells
such as flip-flops, clock buffers, repeaters, power switch drivers, and isolation
cells can be distributed arbitrarily among local power domains without incur-
ring power-routing. Furthermore, an in-rush current suppression mechanism 16),
which skews the wakeup timing of each local domain by simply down-sizing a
portion of the leaf drives of the power-switch-driver tree, has also been adopted
with the LSV scheme.

Compared with the UPF-based methodology 17), the LSV scheme can control
the size and the number of local power domains by taking into account the given
requirement on wakeup latency. As a result, the wakeup latency of fine-grained
PG is typically less than a few nano-seconds (we will confirm this in Section 5).
Moreover, there is no constraints on the placement of power switches and non-
power-gated cells as the UPF-based methodology, and the power integrity is-
sues caused by power-routing can be minimized. Compared with the cell-based
PG methodology 18), which integrated a power switch in each primitive cell, our
scheme has less area overheads. Compared with the ring-based PG 18), the IR-
drop target can be managed easily with smaller number power switches, and the
non-power-gated cells can be placed within a PG target with our methodology.

2.2 The Design Flow of Fine-grained PG
To facilitate the design process with fine-grained PG, we newly developed a fully

automated design flow. As shown in Fig. 3, the design flow can be explained as
follows:

1) A set of PG-cells is generated, generated cells include GDS file and the
timing library.

2) An RTL model of a PG target with sleep-control signals is designed.
3) The RTL model is synthesized by using Synopsys Design Compiler.
4) Isolation cells are inserted to all the output ports of the synthesized netlist

in order to prevent the propagation of floating output values when the PG target
is in the sleep mode.

5) The netlist with the isolation cells is placed by using Synopsys Astro.
6) The local power domain is partitioned, local VGND lines are formed, and

the power switches are inserted between the VGND and GND lines by using
Sequence Design’s CoolPower 19).

IPSJ Transactions on System LSI Design Methodology Vol. 4 182–192 (Aug. 2011) c© 2011 Information Processing Society of Japan



185 Design and Implementation Fine-grained Power Gating on Microprocessor Functional Units

Fig. 3 Design flow.

7) The netlist with the power switches is routed by using Synopsys Astro.
8) The previous two steps are performed again for the purpose of VGND opti-

mization, power switch sizing, and routing.
In the end of the design flow, the GDS file of a PG target will be generated.

Since PG-cells can coexist with common cells in a row, the conventional timing-
driven placement and routing methodology can be used. Furthermore, this flow
is fully automated, and the additional design complexity for the fine-grained PG
is small.

3. Runtime PG Control Schemes on Functional Units

In this section, we propose PG control schemes which can dynamically power
on/off functional units in response to workloads of programs currently running on
the processor. Here, a widely used 32-bit embedded processor, MIPS R3000 20),
is selected as the target processor. As shown in Fig. 4, MIPS R3000 provides
a standard five-stage pipeline structure, consisting of Instruction Fetch (IF), In-
struction Decode (ID), Execution (EX), Memory Access (MEM), and Write Back
(WB). To apply the fine-grained PG technique to MIPS R3000, we select follow-
ing units as the PG targets:

Fig. 4 Sleep control by the fetched instruction.
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• CLU (Common arithmetic and Logic Unit)
A general computational unit for addition and subtraction operations. It can
be put into the sleep mode when branch, NOP, or memory access instructions
without address calculation are fetched.

• Shifter
A barrel shifter which can shift a data word by a specified number of bits in
one clock cycle. Since the shifter occupies the considerable area but is not so
frequently used, it is implemented as an individual unit.

• Multiplier
A 32-bit multiplier which takes 4 clock cycles for each multiplication opera-
tion. If upper 16-bit of either operand is all-0, the upper part of the multiplier
can be put into the sleep mode.

• Divider
A 32-bit Divider which takes 10 clock cycles for each Division operation.

Note that, functional units occupy about 55% of the area of the processor
core (without on-chip caches and TLBs), and their usage is easy to be identified
based on the fetched instructions. Moreover, all of them are implemented with
combinational circuits, implying that state retention techniques are not required.
Thus, only 1-bit sleep signal is needed to control the mode of each unit.

3.1 Fundamental PG Control Policy
A fundamental PG control policy tries to put each functional unit into the sleep

mode right after finishing its operation. As shown in Fig. 4, the mode of function
units is controlled by sleep signals that are generated from a dedicated sleep
controller. When an instruction is fetched in the IF stage, the sleep controller
checks the fetched instruction and judges which unit is to be used. Here, the
target working frequency of the processor is set to 100 MHz, and we assume the
wakeup latency is 1 clock cycle (10 ns). To hide the wakeup latency, a simple
decoder is provided in the IF stage to detect which functional unit will be used
by the currently fetched instruction. As soon as a functional unit is detected,
a sleep signal will be generated and sent to the unit immediately. Thus, when
the instruction reaches the EX stage, the required unit had already been fully
powered up, and no performance detriment will be introduced by the fundamental
policy.

Fig. 5 Non-PG instructions.

When an instruction is fetched in the IF stage, the decoder checks the upper
most 6 bits of the instruction, and judges whether the instruction executes a R-
Type operation (ROP) 20). If so, the functional unit to be used can be identified
by the last 6 bits of the instruction. Otherwise, extra judgments are needed to
decide whether it is an I-Type instruction which uses CLU for address-calculation.

3.2 BET-aware PG Control
The leakage reduction effects of the fundamental PG control policy are sensitive

to the BET in that functional units are switched between the sleep mode and the
active mode frequently. Since extra power consumption is induced by powering
on/off functional units as well as the sleep controller, the fundamental policy
has a risk to increase the power consumption instead of saving. For example,
when multiplication operations are executed iteratively with a small interval, the
multiplier will be woken up soon after its shut-off. If the sleep time of multiplier
is less than the BET, the mode-transition overheads of PG will increases the total
power consumption. In this work, we employ the compiler to detect instructions
that may cause small sleep intervals (smaller than BET); and mode-transition
overheads can be eliminated by keeping functional units active after its operation.
For this purpose, we introduce a set of non-PG instructions.

Figure 5 shows an example of non-PG instructions. In MIPS R3000 ISA,
when the most upper 6 bits (ope-code) is all-0, the instruction performs compu-
tational operation; and the type of operation is determined by the last 6 bits.
Here, we used “100111”, which is not defined in the original ISA, as the upper
6 bits to indicate non-PG instructions. After executing a non-PG instruction,
the corresponding functional unit will not be power-gated, but kept in the active
state. Such an active state will be kept until the another instruction, which use
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the same functional unit but with all-0 ope-code, is executed. Thus, by replac-
ing small-interval instructions with non-PG instructions, the overhead of power
gating can be avoided.

Furthermore, leakage power is sensitive to the temperature, that is, it increases
exponentially as the temperature rises. BET is also influenced by the temperature
but in the opposite direction – BET becomes shorter at higher temperatures (we
confirmed this in Section 5). Such a characteristic can be exploited to achieve
better leakage reduction effects. When the chip is working at a low temper-
ature, PG policies that power on/off functional units conservatively should be
used to avoid mode-transition overheads; while more aggressive policies should
be adopted in higher temperatures. In this work, we have implemented two dif-
ferent PG control policies that can be changed dynamically according to the chip
temperature: (1) fundamental, runtime PG policy (as mentioned in Section 3.1),
(2) units never going to the sleep mode. These policies are applied based on
the value stored in a PG policy register, which can be written only in the kernel
mode; and the operating system decides which policy should be used according
to the information from an on-chip leakage monitor.

4. Geyser-1 Prototype Chip

To demonstrate the feasibility of the fine-grained PG technique and prove the
leakage reduction effects of the PG control scheme presented in Section 3, a
prototype chip, Geyser-1, has been implemented.

4.1 Design Policy
Fine-grained PG complicates the power grid design during layout. For this

reason, our first prototype chip, Geyser-0 12),13), failed to work due to unexpected
power-rail shorts. To simplify the back-end design, the second prototype chip,
Geyser-1, has been designed with following policies: (1) only the CPU core is
implemented on a chip. Caches and TLBs provided in Geyser-0 are moved off-
chip. (2) The design flow is improved so that no manual edit on the layout is
needed. (3) 65 nm Fujitsu’s high-Vth CMOS process is used instead of 90 nm
standard process used in Geyser-0.

The decision to move caches off chip has serious impacts on the back-end design.
Because of the pin-limitation problem, a part of address/data signals must be

multiplexed. Additional delay of such multiplexers, long wires and I/O buffer to
access off-chip caches severely degrades the operating frequency. Moreover, the
package technique used for Geyser-1 also imposes limitations on the maximum
frequency. As a result, the maximum clock frequency of Geyser-1 is set to be
60 MHz at the layout stage.

4.2 Implementation
Geyser-1 has been described by Verilog HDL, synthesized with Synopsys Design

Compiler 2007.03-SP4, and layouted by using Synopsys Astro 2007.03-SP7. Fu-
jitsu’s 65 nm 12-metal-layout CMOS library CS202SZ (high-Vth process) is used
as the standard cells library, in which core cells work at 1.2 V while I/O cells
working at 3.3 V. As illustrated in Section 2, the fine-grained PG technique re-
quires a set of customized PG-cells. We selected 106 cells from Fujitsu CS202SZ
cell library and modified them to have separate VGND lines. These cells are
used to build functional units during the placement and routing phase; and other
parts of the processor use the common cells. In addition, we has designed power
switches and isolation cells, which are also required by the fine-grained PG design
flow.

Power switches are inserted in the post layout netlist by using Sequence De-
sign’s Cool Power 2007.3.8.5. Since the inserted power switches will increase the
voltage of VGND (IR-drop problem), the performance of functional units in the
active mode may be degraded. As mentioned above, the critical path of Geyser-1
sits in the IF/MEM stage, where the off-chip cache-access happens. Thus, by
appropriately setting the IR-drop target according to the timing slack existing in
the EX stage, the cycle time degradation of the whole processor can be avoided.
Here, we determine the IR-drop target based on the timing analysis of each func-
tional unit (With the proposed design flow, the IR-drop of a PG target can be
managed easily, and we can set the IR-drop target of each functional unit inde-
pendently. As a result, for the multi-cycle multiplier and divider, which have a
large amount of timing slack, the IR-drop target is set as 200 mV; while for CLU
and shifter, whose timing slack is tighter, the IR-drop is set as 100 mV. In both
cases, no performance degradation will be incurred.

Table 1 shows the area of each functional unit. In the table, PS means the area
of power switches, while ISO stands for the area of isolation cells. The overhead
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Table 1 The area overhead of fine-grained PG.

Total (μm2) PS (μm2) ISO (μm2) Overhead
CLU 3,752.8 296.4 79.2 10.3%

SHIFT 3,078.0 298.8 76.8 12.6%
MULT 23,863.6 1,762.0 153.6 8.5%
DIV 27,918.4 1,301.2 153.6 5.4%

others 46,304.4 - - -

Fig. 6 Layout of Geyser-1.

of the fine-grained PG is 5.4%–12.6%, which are mainly caused by power switches
and isolation cells.

The cells introduced by fine-grained PG (e.g., isolation cells and PG control
circuit) will also cause additional leakage power consumption. According to the
circuit-level simulation, the leakage overheads caused by isolation cells and PG
control circuit (including the pre-decoder in the IF stage) are 0.44% and 3.03%
of the whole processor.

Figure 6 shows the layout of Geyser-1. The chip size is 2.1mm × 4.2mm. As
shown in the figure, the four black boxes in the middle of the layout are functional
units which are implemented with fine-grained PG; and four small black boxes
located near corners are leakage monitors.

5. Real-chip Evaluations

In order to evaluate the chip, we developed a dedicated board including an
Virtex-4/LX FPGA board and socket for Geyser-1 chip. The power supply of
Geyser-1 chip is completely separated from others for the purpose of accurate
current-measurement. A thermal chamber is utilized to heat up the whole system

and measure the power consumption of the chip at different temperatures. Since
caches and TLBs are not included in Geyser-1, small and high speed memory for
storing instructions and data are implemented with BRAMs in the FPGA.

5.1 Clock Frequency and Wakeup Latency
First, we evaluate the maximum clock frequency and the wakeup latency. For

this purpose, we define two different working mode of the chip. The RTPG mode
means the test program running on the processor does not include any non-
PG instructions, and a functional units will be immediately powered off after
its operation. On the other hand, the ACT mode indicates that all functional
instructions are replaced by non-PG instructions. When working at such a mode,
functional units will always stay in the active mode.

A simple benchmark program is executed. When working at 60 MHz, the pro-
totype chip works correctly at both the ACT mode and the RTPG mode. Since
we assumed the wakeup latency is one clock cycle (Section 3), the evaluation
result proves that the wakeup latency of the fine-grained PG is less than 17 ns.

5.2 BET
Since BET is an important design factor of fine-grained PG, we evaluate BET

of each functional unit on the real chip. Here, we take the multiplier as an
example to illustrate our measurement strategy. The test program is a simple
loop which consists of a multiplication instruction, several idle cycles, and a
return to the loop entrance. The longer the idle interval is, the less frequently
the mode-transition happens; hence, the better power-saving can be achieved
by PG. With such a measurement strategy, we investigate BET by changing
the length of idle intervals and comparing the power difference between RTPG
mode and ACT mode. Figure 7 shows obtained values of the multiplier. The
horizontal axis presents the length of idle interval in the form of clock cycles; while
the vertical axis is the power difference of the test program which is executed
at ACT mode and RTPG mode respectively. The BET is the interval at which
the power difference of ACT mode and RTPG mode becomes zero. As shown
in Fig. 7, when working at 25̊ C, the BET of the multiplier is 880 ns. Table 2
presents the BET of four functional units when working at 25̊ C, 65̊ C, and 100̊ C,
respectively. As shown in the table, BET decreases exponentially as temperature
increase. Note that, with BET-aware PG control schemes mentioned in Section 3,
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Fig. 7 BET of multiplier.

Table 2 BET of functional unis (ns).

25̊ C 65̊ C 100̊ C
CLU 1,080 280 120

SHIFT 1,340 320 140
MULT 880 240 100
DIV 640 180 80

the compiler will use the non-PG instructions if the interval of two instructions,
which use the same functional unit, is less than the BET.

5.3 Leakage Power Reduction
In this subsection, we measure the leakage power when all functional units

are staying in the active mode and the sleep mode respectively. After putting
functional units into a given mode (sleep or active), we stop the clock signal, thus
no dynamic but only leakage power of the processor can be measured. As shown
in Fig. 8, the PG can reduce the leakage power of the whole processor core by
5% at 25̊ C. It is worth noting that, when the temperature grows up, the effect
of PG becomes more obvious.

5.4 Evaluations with Benchmark Programs
Evaluations with benchmark programs are also executed. We select two pro-

grams from MiBench 21): Quick Sort (QSORT) from mathematics package and
Dijkstra from the network package. In addition, we also use DCT (Discrete Co-

Fig. 8 Leakage power reduction of Geyser-1.

Fig. 9 Power for Dijkstra.

sine Transform) from JPEG encoder program as an example of media processing.
Since the delay of the Block RAM inside the FPGA is large, the evaluation is
performed at 10 MHz.

Figures 9, 10 and 11 show the power consumption of three benchmark pro-
grams working with PG and without PG. The best power reduction effect is
achieved in Dijkstra which does not use the multiplier and divider. The total
power consumption of the processor core can be reduced by 8% at 25̊ C and 24%
at 80̊ C. Note that, power reduction effects are better than the values shown in
Fig. 8. It is not strange because by putting functional units into the sleep mode,
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Fig. 10 Power for QSORT.

Fig. 11 Power for DCT.

redundant dynamic power consumptions, which caused by incomplete operand
isolation, can also be eliminated. The power reduction of Quick Sort, which occa-
sionally uses the multiplier and divider, is from 4% to 29%; and for DCT, which
uses multiplier frequently, the power is reduced by 3% at 25̊ C and 17% at 80̊ C.

6. Conclusion and Future Work

Geyser-1, a prototype MIPS R3000 processor which implements the fine-
grained power gating control on its functional units, has been presented. In
this paper, we have discussed the design methodology of fine-grained power gat-
ing technique, the power gating control policy on microprocessor functional units,
and the real-chip implementation and evaluation. To simplify the design process

with the fine-grained power gating technique, a fully automated design flow have
been also proposed. The real-chip evaluation of Geyser-1 shows the fine-grained
power gating can reduce the power consumption of the the processor core by 5%
at 25̊ C and 23% at 80̊ C.

Since Geyser-1 does not include on-chip caches, its maximum working frequency
is restricted to 60 MHz. We have assumed the wakeup latency of fine-grained
power gating is one clock cycle, thus, the real-chip evaluation can only verify that
the wakeup latency is less than 17 ns, although circuit-level simulation shows it
is less than 5 ns. Another problem is that the operating system is difficult to
be ported without on-chip TLB. To address these problems, a new prototype
chip – Geyser-2 22), which is designed with on-chip caches and TLB, has been
fabricated. A preliminary real-chip evaluation shows the fine-grained PG can
work at 210 MHz without incurring any electric problems. Evaluating the leakage
reduction effects of Geyser-2 with benchmark programs will be our next-step
work.
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