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Abstract: Intra-frame encoding is useful for many video applications such as security surveillance, digital cinema,
and video conferencing because it supports random access to every video frame for easy editing and has low compu-
tational complexity that results in low hardware cost. H.264/AVC, which is the most popular video coding standard
today, also defines novel intra-coding tools to achieve high compression performance at the expense of significantly
increased computational complexity. We present a VLSI design for H.264/AVC intra-frame encoder. The paper sum-
maries several novel approaches to alleviate the performance bottleneck caused by the long data dependency loop
among 4 × 4 luma blocks, integrate a high-performance hardwired CABAC entropy encoder, and apply a clock-gating
technique to reduce power consumption. Synthesized with a TSMC 130 nm CMOS cell library, our design requires
194.1 K gates at 108 MHz and consumes 19.8 mW to encode 1080p (1920 × 1088) video sequences at 30 frames per
second (fps). It also delivers the same video quality as the H.264/AVC reference software. We suggest a figure of merit
called Design Efficiency for fair comparison of different works. Experimental results show that the proposed design is
more efficient than prior arts.

Keywords: video coding, H.264/AVC, VLSI, hardware architecture

1. Introduction

Intra-frame encoding compresses video pixels using only the
neighboring pixels in the same frame. Therefore, every frame
is processed, accessed, and transmitted individually. Intra-frame
encoding is suitable for several video applications such as secu-
rity surveillance, digital cinema, and video conferencing because
(1) each frame can be processed independently, so as to simplify
post-production and editing, (2) the loss of some frames due to
unstable network environment will not affect the processing of
other frames, and (3) its low computational complexity and mem-
ory bandwidth requirements result in low hardware cost. For ex-
ample, both Apple and Panasonic employ H.264/AVC intra-frame
encoders in their high-definition (HD) video products [3], [87].

Another application of intra-frame encoder is embedded frame
compression to reduce bus traffic. For example, a video decoder
writes the decoded display frames into an external memory, and
a display controller then fetches these frames from the mem-
ory for the display device. As the video resolution increases,
the amount of bus traffic increases, which usually degrades the
system performance. We can employ compression algorithms to
compress (decompress) video frames before (after) being stored
(fetched) to (from) the external memory. Since the compres-
sion algorithm is integrated with a video decoder, it should have
very low computational complexity to avoid degrading the system
performance.

Motion JPEG [37] and Motion JPEG2000 [39] have been
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widely used in the past for such applications as surveillance sys-
tems, digital cameras, and digital cinema production because of
their low hardware cost. However, their compression efficiency
can be considerably improved for high-definition applications.

H.264/MPEG-4 Advanced Video Coding (H.264/AVC) [41],
[43], jointly developed by ITU-T Video Coding Experts Group
(VCEG) and ISO/IEC Moving Picture Experts Group (MPEG),
is the most popular video coding standard today. Compared with
previous video coding standards, H.264/AVC achieves at least
40% bit-rate saving [46] by adopting several advanced coding
tools. These include variable-block-size motion estimation with
quarter-pixel accuracy [107] and multiple reference frames [108],
integer discrete cosine transform (DCT), in-loop deblocking filter
(DF) [67], and context-based adaptive binary arithmetic coding
(CABAC) [77].

H.264/AVC proposes two novel intra-frame coding tools,
namely multiple-mode intra prediction and Lagrangian-based
intra mode decision [109], [112], to utilize the spatial redundancy
among frame pixels. It can achieve better compression perfor-
mance than the previous intra-frame encoding standards MJPEG
and MJPEG2000 [4], [80] at the expense of much higher compu-
tational complexity. Therefore, numerous previous studies pro-
pose algorithms and hardware architectures to improve the per-
formance, decrease the complexity, and accelerate the encoding
process of H.264/AVC intra-frame encoders.

We present an efficient H.264/AVC intra-frame encoder. We
first analyze the H.264/AVC intra-frame encoding process to un-
cover its design challenge and propose three approaches to allevi-
ate the performance bottleneck. We then propose several efficient

c© 2013 Information Processing Society of Japan 76



IPSJ Transactions on System LSI Design Methodology Vol.6 76–93 (Aug. 2013)

hardware architectures and on-chip memory subsystems. Finally,
we employ a clock-gating scheme to reduce its power consump-
tion. By integrating a high-performance CABAC encoding en-
gine [22], our proposed intra-frame encoder can encode 1080p
(1920×1088) video at 30 frames per second (fps) and can deliver
the same video quality as that with the H.264/AVC reference soft-
ware JM 11.0 [49]. That is we introduce no quality degradation.

The rest of this paper is organized as follows. In Section 2,
we describe H.264/AVC Intra-frame encoding. In Section 3, we
discuss challenges we faced when designing a high-performance
H.264/AVC encoder. Section 4 survey related works. Then we
set our design target in Section 5. After describing our three pro-
posed technologies in Section 6, we present our architecture and
system in Section 7. Section 8 shows some experimental results
and compares the proposed encoder with several state of the art
encoders. Finally, we draw conclusion and point to possible di-
rections for future research in Section 9.

2. H.264/AVC Intra-frame Encoding

An H.264/AVC encoder contains an inter-frame encoding path
and an intra-frame encoding path to exploit temporal and spa-
tial redundancy, respectively, for compressing video data. Inter-
frame encoding takes advantage of temporal redundancy among
successive video frames. For every macroblock in the currently
processing frame, it finds the best-matched macroblocks in ei-
ther previous or later frames and then encodes the correspond-
ing residuals. Intra-frame encoding, on the other hand, com-
presses video data by exploiting spatial redundancy. No data
from neighboring frames is referenced. Instead, it encodes every
macroblock using previously encoded-then-decoded neighboring
macroblocks in the same frame.

Figure 1 depicts the H.264/AVC intra-frame encoding process.
We group all functional units into a prediction and a compression
stage.

The intra prediction unit predicts a macroblock by referring to
its neighboring reconstructed macroblocks. All prediction pixels
are calculated using the reconstructed pixels of the neighboring
4 × 4 blocks or 16 × 16 macroblocks. For the luma component,
a 16 × 16 block can be divided into sixteen 4 × 4 blocks and each
encoded using a prediction mode, or treated as a single 16 × 16
block and encoded using a prediction mode. Figure 2 lists all
intra prediction modes. There are nine intra luma 4× 4 modes for
each of the sixteen 4× 4 luma blocks and four intra luma 16 × 16
modes for a 16×16 luma block. The chroma component contains
one 8 × 8 Cb block and one 8 × 8 Cr block. There are four intra
chroma 8 × 8 modes for each of two 8 × 8 chroma blocks.

The intra mode decision unit needs all prediction pixels by all
modes and the original pixels to perform mode selection. It com-
putes the cost of each prediction mode according to distortion and
bit-rate. Equations (1)–(4) below show how to obtain mode costs
for a macroblock using the low-complexity mode decision algo-
rithm proposed in the reference software JM 11.0. For the luma
component, the decision unit calculates the distortion and bit-rate.
For the chroma component, it simply compares the distortions of
each chroma 8 × 8 mode.

Fig. 1 H.264/AVC intra-frame encoding flow.

costluma = distortion

+

⎧⎪⎪⎨⎪⎪⎩
bitrate, for the intra4 × 4 mode

0, for 4 intra16 × 16 modes
(1)

costchroma = distortion (2)

bitrate = 4 × roundoff (6 × lamda + 0.4999)

+

15∑

i=0

mpmcosti (3)

mpmcosti =

⎧⎪⎪⎨⎪⎪⎩
4 × lamda, if best mode � mpm

0, if best mode = mpm
(4)

Either the sum of absolute difference (SAD) or the sum of ab-
solute transformed difference (SATD) can be used for estimat-
ing distortion. According to Reference [30], SATD gives bet-
ter estimations than SAD does. To estimate bit-rate cost, the
reference software JM 11.0 defines the estimated cost for the
“intra4×4” mode, which indicates that the luma block is encoded
using sixteen intra luma 4 × 4 modes, as shown in Eq. (3). The
Lagrangian parameter λ is derived from the quantization parame-
ter (QP) and is used to make trade-off between distortion and bit-
rate. Moreover, JM 11.0 calculates the most probable mode cost
(mpm cost), as shown in Eq. (4), for each 4 × 4 luma block. The
most probable mode of a 4 × 4 luma block is decided by the best
prediction modes of its upper- and left-neighboring 4 × 4 blocks.
If the best prediction mode of the current 4 × 4 block is identi-
cal to its most probable mode, the intra mode decision unit sends
a 1-bit flag instead of the mode number to the decoder. The intra
mode decision unit selects the mode with the minimum cost. If its
luma component is encoded using one of four intra luma 16 × 16
modes, we call the macroblock an “intra16 × 16” macroblock.
Otherwise, we call it an “intra4× 4” macroblock. The intra mode
decision unit also generates the residuals in addition to the mode
information.

The transform unit performs 4 × 4 integer Discrete Cosine
Transform (DCT) and 2 × 2/4 × 4 Hadamard transform on spa-
tial domain residuals to obtain frequency domain coefficients.
The quantization unit then quantizes the coefficients to remove
insignificant information and outputs the quantized coefficients
to both the run-level coding unit and the inverse quantization
unit. The inverse quantization unit and inverse transform unit
then translate the coefficients back into residuals which are then
output to the reconstruction unit. The reconstruction unit adds
up the residuals and the prediction pixels of the chosen intra
prediction mode to generate the reconstructed pixels. The run-
level coding unit receives the quantized coefficients and outputs
them to the entropy coding unit in a zig-zag scan order in which
the low-frequency coefficients, which contain the significant data,
appear before the high-frequency ones, which generally contain
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Fig. 2 Intra prediction modes.

only zero or very small values. The entropy coding unit per-
forms lossless compression to encode the remaining quantized
coefficients into a macroblock-level bitstream. H.264/AVC em-
ploys two types of entropy coding algorithms: context-based
adaptive binary arithmetic coding (CABAC) and context-based
adaptive variable length coding (CAVLC). According to our
experiments, the CABAC algorithm is 13–19% better than the
CAVLC algorithm with respect to bit-rate saving for 1080p video.
The former achieves good compression ratio by adapting proba-
bility estimations based on local statistics and using arithmetic
coding instead of variable-length coding. However, the CABAC
algorithm involves a large number of bit-level operations, which
makes it more complex than CAVLC. After entropy coding, the
variable-length coding unit encodes configuration parameters into
a bitstream header and packs them together with the macroblock-
level bitstream into an H.264/AVC bitstream for system output.
Moreover, the H.264/AVC standard defines a high profile to sup-
port super high definition video. The high profile introduces nine
intra luma 8 × 8 modes and an integer 8 × 8 DCT to exploit the
spatial redundancy. The prediction equations and encoding pro-
cesses of intra luma 8× 8 modes are very similar to those of intra
luma 4 × 4 modes.

3. Design Challenge

The seven functional units in the prediction stage form a loop
to encode sixteen 4 × 4 luma blocks. The intra prediction unit
uses the reconstructed pixels to predict the subsequent 4×4 block.
Therefore, we have to go through the encoding loop sixteen times.
Figure 3 shows the processing order and data dependency among
all 4 × 4 luma blocks in the intra luma 4 × 4 prediction. For ex-
ample, the arrows pointing to block 10 indicate that we predict
block 10 by referring to blocks 4, 7, and 9.

Fig. 3 Processing order and data dependency of 4 × 4 luma blocks during
intra 4 × 4 prediction.

The data dependency loop dictates the performance of an
intra-frame encoder. Figure 4 (a) shows the profiling results of
intra-frame encoding using JM 11.0. Intra prediction and intra
mode decision together account for about 31% of total encoding
time. Figure 4 (b) further breaks down the time spent on various
components by intra prediction and intra mode decision. The re-
sults show that luma 4 × 4 prediction accounts for about 65% of
encoding time for these two units, or equivalently 20% of total
encoding time.

4. Related Works

Since 2005, numerous papers, patents, and books about
H.264/AVC have been published because of its high compres-
sion performance. A lot of previous works have proposed high-
performance hardware architectures for each functional modules
such as the intra prediction unit [55], [84], [88], [90], [93], trans-
form and quantization unit [19], [74], [85], and entropy coding
unit [14], [27], [65] in an H.264/AVC encoder. All of these works
achieve superior performance because they optimize the perfor-
mance of each unit without considering the integration issues.
For example, several previous works that propose the hardware
architectures for the intra prediction unit [55], [84], [93] focus on
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Fig. 4 Profiling results of (a) intra-frame encoding and (b) intra prediction and intra mode decision units.

reducing the hardware resources and computation time for gen-
erating prediction pixels instead of alleviating the performance
bottleneck caused by the data dependency loop among luma 4×4
blocks. Therefore, it is not feasible to integrate these hardware
modules into a high-performance H.264/AVC encoder.

Several previous works have proposed hardware architectures
for H.264/AVC intra-frame encoders. Huang et al. [30] pro-
pose the first hardwired H.264/AVC intra-frame encoder. In-
stead of implementing the original Hadamard-based algorithm,
they employ a DCT-based mode decision algorithm to save hard-
ware resources and bus traffic. They also propose an interleaved
I4MB/I16MB prediction schedule, which decomposes the intra
luma 16×16 prediction into the 4×4 block level and inserts it right
after the intra luma 4×4 prediction of the same block to eliminate
the bubble cycles caused by the data dependency loop. Their two-
stage macroblock pipelined design can encode SD (720 × 480)
video at 30 fps when running at 54 MHz. It costs 85 K gates using
a TSMC 250 nm cell library. Cheng, Ku, and Chang [20] analyze
the probability distribution of all intra luma 16 × 16 modes for
several CIF (352 × 288) video sequences. According to the anal-
ysis, they remove the plan mode prediction to reduce both the
hardware cost and processing time of the intra prediction engine

at the expense of video quality degradation. They also propose
an enhanced SATD cost function to compensate for the quality
loss. The encoder can encode 720p (1280 × 720) video at 30 fps
when running at 117 MHz. It costs 92.6 K gates using a UMC
180 nm cell library. It also observes on the average 0.06% bit-rate
increase and 0.09 dB SNR drop in the luma component as com-
pared to JM 8.6 [47]. The authors further expand their encoder to
be a codec [50] by integrating a CAVLC decoder.

Li et al. [68] propose a modified three-step algorithm, which
generates prediction pixels for only 7 out of 9 intra 4 × 4 modes,
to reduce the prediction time of a 4 × 4 luma block. They also
increase the throughput of intra prediction, intra mode decision,
and transform engines by processing 8 pixels per cycle instead of
the traditional 4 pixels per cycle [20], [30], [50]. Their encoder
can encode 720p video at 30 fps when running at 61 MHz. It costs
72 K gates using a UMC 180 nm cell library. It also observes on
the average 0.68% bit-rate increase as compared to JM 8.6. Lin et
al. [69] propose an encoder that employs all fast algorithms and
architectures they have previously proposed [20], [68]. The de-
sign can encode 1080p video at 30 fps when running at 140 MHz.
It costs 94.7 K gates using a TSMC 130 nm cell library. It also ob-
serves on the average 1.03% bit-rate increase and 0.11 dB PSNR
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drop as compared to JM 8.6.
Chang et al. [7] propose a quality-scalable intra-frame encoder.

They propose three fast algorithms: a context-correlation search
algorithm (CC-SA), a probability-context-correlation search al-
gorithm (PCC-SA), and a quarter-macroblock search algorithm
(QMB-SA), to speed up the encoding loop. In CC-SA and
PCC-SA, they reduce the number of prediction modes to 5 and 4
for 4 × 4 luma blocks, respectively. In QMB-SA, they only gen-
erate the prediction pixels and compute the cost of the left-top
4 × 4 chroma block, instead of the whole 8 × 8 chroma block,
to decide the best chroma mode. The proposed encoder sup-
ports three quality levels, which are QS0 that predicts all intra
prediction modes, QS1 that adopts CC-SA and QMB-SA, and
QS2 that adopts PCC-SA and QMB-SA. The QS2 encoder can
encode 720p video at 30 fps when running at 70 MHz. It costs
about 169.6 K gates (including a deblocking filter) using a TSMC
130 nm cell library. It suffers from on the average 6.63% bit-rate
increase and 0.06 dB PSNR drop as compared to JM 9.3 [48].

The authors of Ref. [7] further improve the encoder to support
1080p video. The improved encoder [12] can encode 1080p video
at 30 fps when running at 152 MHz. It costs about 91 K gates
when synthesized with a 90 nm cell library. It observes 7.5% bit-
rate increase and 0.05 dB PSNR drop in the luma component as
compared to JM 9.3.

Some previous works propose hardware architectures for the
intra-frame encoding loop (i.e., functional blocks in the predic-
tion stage). Suh, Park, and Cho [98] propose the first hardware ar-
chitecture for the intra-frame encoding loop. They employ a 4×4
pred pel calculator and a 16×16/8×8 pred pel calculator to gen-
erate luma 4× 4 and luma 16× 16/chroma 8× 8 prediction pixels
at the same time. Moreover, they propose a Hadamard coefficient
pre-calculation method to reduce bubble cycles of the proposed
transform engine. The design can encode SD video at 42 fps
when running at 54 MHz. It costs 192 K gates using a Hynix
350 nm cell library.

Lin et al. [73] propose a hardware architecture for the intra-
frame encoding loop with a transform-based intra prediction al-
gorithm. The proposed algorithm first employs a conventional
DCT to translate all luma and chroma blocks into coefficients
and then decides the number of prediction modes for each block
according to the sum of coefficients. By using the proposed al-
gorithm, the largest number of prediction modes of a luma 4 × 4,
a luma 16 × 16 block, and a chroma 8 × 8 block are 6, 2, and 2,
respectively. The design can encode 16 SIF (1408×960) video at
30 fps when running at 99 MHz. It cost 89 K gates using a 180 nm
cell library. Moreover, by adding a buffer to store transformed
data, the design can encode 16 SIF video at 30 fps when running
at 89 MHz at the expense of 32 K gates area overhead. It observes
on the average 0.76% bit-rate increase and 0.08 dB PSNR drop as
compared to JM 12.0.

Diniz et al. [24] propose a high throughput hardware architec-
ture for the intra-frame encoding loop. To speed up the encoding
process, they increase the throughput of all functional units in the
prediction stage to 16-fold. The authors also employ a homo-
geneity mode decision algorithm to speed up the mode selection.
The design can encode 1080p video at 61 fps when running at

150 MHz. It costs 201.8 K gates using a TSMC 180 nm library. It
observes on the average 12% bit-rate increase and 0.28 dB PSNR
drop as compared to JM 14.2.

He et al. [35] first propose a hardware architecture for the
intra-frame encoding loop and then integrate it with a high-
performance CABAC encoder to be an intra-frame encoder [117].
The proposed encoder aims to support super high-definition
video. Therefore, the proposed design supports the intra pre-
diction modes defined in the H.264/AVC high profile excluding
the intra luma 4 × 4 modes. To speed up the encoding pro-
cess, the authors propose a coarse-to-fine mode decision algo-
rithm to select a best macroblock mode, a best luma 16 × 16
mode, and four best luma 8 × 8 mode candidates, an interlaced
block reordering to schedule the prediction orders of luma 8 × 8
blocks, and a probability-based reconstruction to speed up the re-
construction process. The proposed designs for the intra-frame
encoding loop and the CABAC can encode 4320p (7680 × 4320)
video at 60 fps when running at 260 and 330 MHz, respectively.
The encoder costs 678.8 K gates using a 65 nm library. It ob-
serves on the average 1.8% bit-rate increase as compared to JM
17.0. Most of the previous works that propose intra-frame en-
coders further propose hardware architectures for H.264/AVC full
encoders [8], [9], [10], [11], [13], [28], [72] by integrating motion
estimation and motion compensation modules into their intra-
frame encoders. These works focus on reducing the huge memory
bandwidth requirements caused by reference frame access and
high computational complexity caused by motion estimation and
pixel interpolation.

In summary, most related works employ heuristic algorithms to
simplify the computation and save hardware cost at the expense
of quality loss, bit-rate increase, or both. This is not what the
H.264/AVC standardization effort is intended for. In this study,
we aim to propose an efficient intra-frame encoder that fully pre-
serves the prediction correctness.

5. Design Targets

Intra-frame encoders are widely adopted in many video appli-
cations such as digital cinema, digital photography, and surveil-
lance. In this study, we aim to design an efficient H.264/AVC
intra-frame encoder that is suitable for surveillance systems.
Therefore, in the following paragraphs, we consider the desirable
attributes of a surveillance camera in terms of resolution, frame
rate, compression performance, and hardware cost.

5.1 Video Resolution
Many technologies of image processing such as facial recog-

nition, license plate recognition, and object tracking are essential
for a surveillance system. Therefore, pixels per foot (PPF) and
horizontal field of view (HFOV) are two important parameters to
observe in designing a surveillance camera [83], [101]. PPF indi-
cates what level of detail can be seen in an image. Taking Fig. 5
that is originally illustrated in Reference [83] as an example, if
the size of a human face is one square foot in a video frame, PPF
should be larger than 40 to perform facial recognition. PPF is ob-
tained by dividing the horizontal resolution of video by HFOV.
HFOV indicates the size of a real-world scene that can be viewed
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Fig. 5 Various PPF for a human face.

through the camera, which is determined by the distance from the
camera and the focal length of the lens.

Although increasing the video resolution of a camera directly
increases the PPF when using the same HFOV, it also increases
the storage space and transmission bandwidth. Today, industry
is moving toward a resolution of 1080p because of two reasons.
First, using a camera that has a 16 : 9 aspect ratio is more efficient
than using a camera that has a 4 : 3 aspect ratio. For example, the
video size and the HFOV of a 1080p camera are 66% and 94%,
respectively, compared to that of a 3.1 megapixels (2048 × 1536)
camera. Second, the HFOV of a 1080p camera is large enough
for most surveillance scenes when using a 40 PPF. Therefore,
we target the resolution of the proposed encoder to 1080p in this
study.

5.2 Frame Rate
The frame rate of a video encoder varies according to the tar-

get applications. For example, the lowest acceptable frame rate
for viewing a movie is 24 fps and the standard frame rate for a TV
program is 25 or 30 fps. If the frame rate is slower than 10, the
human eyes perceive only a series of still images with no mo-
tion. The increase in the frame rate implies increases in both
storage space and transmission bandwidth. According to indus-
try guidelines [83], [101], using 30 fps is enough for most scenes,
including high-stake areas such as casinos and banks.

5.3 Compression Performance
There are many configurations for an H.264/AVC intra-frame

encoder to support various applications. For example, the
H.264/AVC standard proposes two entropy algorithms, as men-
tioned earlier. Since the higher compression ratio implies less
storage space and lower transmission bandwidth, we integrate
a high-performance CABAC engine [22] into the proposed en-
coder in order to support H.264/AVC main profile at Level 4.1.
The H.264/AVC standard defines several levels to support vari-
ous video resolutions. Levels 4 and 4.1 support 1080p video at
30 fps with maximum output bit-rate of 20 Mbps and 50 Mbps,
respectively. Video quality is also important for a surveillance
system. We aim to implement the SATD-based mode decision
and predict all modes defined in the main profile to deliver the
same video quality as JM 11.0.

5.4 Hardware Cost
Area and power consumption are the most important figures of

merit to measure the hardware cost. Nowadays, reducing power
consumption becomes increasingly urgent as the computational
complexity of consumer electronics products increases. Since
power consumption is proportional to the working frequency, we
aim to minimize the required frequency of the proposed encoder.

Table 1 Performance target of the proposed encoder.

Moreover, we employ a module-level clock-gating scheme to fur-
ther reduce dynamic power dissipation. Hardware area is directly
relevant to the chip size and power consumption. However, there
is a trade-off between hardware cost and compression perfor-
mance. The fast algorithms that are proposed to speed up the en-
coding process usually reduce the hardware cost but video quality
suffers. Therefore, we aim to find a good balance between hard-
ware cost and compression performance. Table 1 summarizes the
performance targets of our proposed encoder.

6. Performance Enhancement Approaches

We describe three approaches: a hardware utilization opti-
mized schedule (HUOS), a resource sharing among skew modes
(RSSM), and a referenced column first reconstruction (RCFR),
to enhance the performance of our encoder. Each is presented in
a subsection below.

6.1 Hardware Utilization Optimized Schedule
Figure 6 shows the proposed processing schedule for 16 4 × 4

luma blocks in our intra luma 4 × 4 prediction. Each 4 × 4 luma
block is numbered according to the order shown in Fig. 3. The
arrows indicate the data dependency. Compared with the pro-
cessing order employed by the reference software JM, the pro-
posed order theoretically saves (16−12)/16 = 25% of processing
time to encode 4 × 4 luma blocks while preserving the prediction
accuracy.

The proposed engines for the intra prediction and the intra
mode decision units together take 7 cycles to generate prediction
pixels for nine intra luma 4×4 modes. However, the proposed en-
gines for the remaining five units, which are transform, quantiza-
tion, inverse quantization, inverse transform, and reconstruction,
need 12 cycles to process a 4 × 4 block. Therefore, the proposed
engines for the intra prediction and the intra mode decision units
must either use a buffer to store the residuals of the predicted
4 × 4 luma blocks or wait for the remaining five units. To alle-
viate this bottleneck, we decompose all computations of the intra
luma 16 × 16 prediction into the 4 × 4 block level and predict
each 4× 4 block right after its luma 4× 4 prediction to reduce the
idle cycles. We also schedule the intra chroma 8 × 8 prediction
into the reconstruction bubble cycles in the first, second, fifth, and
seventh iterations to increase the hardware utilization. Although
the functional units in the prediction stage process 4 × 4 blocks
out of order, the proposed engine for the RLC unit will rearrange
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Fig. 6 Proposed processing schedule for 4 × 4 blocks during the intra luma 4 × 4 prediction.

coefficients back to order for the CABAC encoder such that our
overall design is compliant with the H.264/AVC standard.

6.2 Resource Sharing Among Skew Modes
We define Pixel-Level Parallelism (PLP) as the number of pix-

els calculated at a time in the intra prediction unit. Increasing PLP
directly decreases the total prediction time, but increases hard-
ware cost. We increase the PLP for predicting intra luma 4 × 4
modes to 16 (pixels/mode)× 2 (modes) = 32 pixels. To eliminate
the increased hardware area, we show a filter scheduling scheme
for better resource sharing. Here, a filter is a basic hardware unit
used for calculating prediction pixels.

We first categorize all intra luma 4 × 4 modes into two groups:
bypass-mean and skew. The bypass-mean category contains 4×4
horizontal, vertical and DC modes. The skew category contains
all the remaining modes. We use a four-pixel adder and several
multiplexers to generate prediction pixels for the modes in the
bypass-mean category. Modes in the skew category are the most
complex. They need both three-tap and two-tap filtering opera-
tions to generate prediction pixels. However, there are great sim-
ilarities among the filtering equations of different modes in the
skew category. Table 2 shows computation equations required
by each mode in the skew category. It is a modified form of the
table originally proposed by Reference [30]. Each row represents
a computation equation and the number of prediction pixels that
use the equation in each mode. The computation equations la-
beled as “T3”, “T2”, and “Bypass” denote a three-tap filter, a two-
tap filter, and a bypass operation, respectively. For example, four
prediction pixels in the DDL mode and two in the VL mode share

the same computation equation, T3eq9.
If we predict one mode per cycle, it takes ten filters to gener-

ate all prediction pixels in nine cycles. On the other hand, the
most parallel design takes 23 filters to predict nine modes in a cy-
cle. To make a good trade-off between hardware resources and
prediction time, we can share the filters that perform the same
computation operation in the same cycle for two or more similar
modes. For example, the HD and HU modes are highly similar
according to Table 2. If we predict them in the same cycle, only
11 filters are required. Table 3 shows the number of filters needed
for each mode combination if we aim to predict 2 modes per cy-
cle. There are 15 combinations in total. According to Table 3,
the proposed design takes only 12 filters to predict 6 modes in
3 cycles by adopting the second combination. Therefore, the pro-
posed design takes 5 cycles to output (1) HD and HU modes,
(2) DDR and VR modes, (3) DDL and VL modes, (4) horizontal
and vertical modes, and (5) DC modes sequentially.

6.3 Referenced Column First Reconstruction
We can start predicting a 4 × 4 luma block only after its refer-

encing pixels have been reconstructed. For example, if the intra
prediction unit processes sixteen 4 × 4 luma blocks according to
the original processing order, as shown in Fig. 6, it can start pro-
cessing the even-numbered blocks after those in the right-most
column of the left-hand side blocks (i.e., odd-numbered blocks)
have been reconstructed. After the reconstruction of the right-
most column of a 4 × 4 luma block, we can start the prediction
of the subsequent 4 × 4 luma block. To generate reference pixels
of a 4 × 4 block’s right-most column first, before other columns,
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Table 2 Operation table for modes in skew category.

Table 3 Number of filter needed for parallel prediction.

one method is to design a special IDCT architecture that calcu-
lates reference pixels first. However, this method complicates
the hardware design. We observe that the reference pixels can
be calculated first by taking advantage of the symmetry between
DCT and IDCT matrices. As illustrated in Fig. 7, if we perform
DCT on matrix R1 to obtain output matrix C1, and subsequently
perform IDCT on C1, the resulting matrix will be IR1. For an-
other matrix R2, which is a reverse-column-presentation of R1,
the final result after performing DCT and then IDCT is IR2. We

Fig. 7 Consecutive DCT and IDCT operations on reverse-column-
presentation leads to reverse-column-presentation results.

can see that IR2 is a reverse-column-presentation of IR1.
This result is useful for the encoder design. First, our proposed

transform architecture outputs 8 inverse-transformed residuals for
a 4 × 4 luma block per cycle. Second, since H.264/AVC’s quan-
tization and inverse quantization units perform one-to-one mul-
tiplications, by sending the residuals to the proposed transform
architecture in a reverse order, as shown in Fig. 7, the referenced
column of a 4 × 4 luma block will be generated before other
columns, and hence, can be reconstructed first. The proposed
approach can eliminate the bubble cycles before processing six
gray-colored 4 × 4 luma blocks, as illustrated in Fig. 6.

7. Proposed Architecture and System

We first depict the pipeline schedule of the proposed encoder.
We then present the AMBA interface with which our design in-
teracts with the system. Finally, we describe the detailed design
of our encoder core.

7.1 Pipeline Schedule
We employ a two-stage pipelined architecture in our design.

The first stage contains all functional units for prediction while
the second stage contains compression units. Figure 8 shows the
timing diagram of our design. All 4 × 4 luma blocks are num-
bered as that in Fig. 6. Figure 8 (a) shows the first stage tim-
ing diagrams for predicting a macroblock. If the current mac-
roblock is an intra16 × 16 macroblock, the proposed intra pre-
diction and intra mode decision engines (IntraPred and IntraMD)
spend 227 cycles to generate all prediction pixels and perform
intra luma 4 × 4 mode decision. The proposed transform coding
engine (TransQuan) that integrates the transform, quantization,
inverse transform, and inverse quantization units and the pro-
posed Recons engine then spend 134 (228 to 361 in Fig. 8 (a))
and 72 (362 to 433 in Fig. 8 (a)) cycles to encode the best intra
luma 16 × 16 and intra chroma 8 × 8 modes, respectively. If the
current macroblock is an intra4× 4 macroblock, the proposed de-
sign spends 227 + 72 = 299 cycles to encode it.

Our IntraPred and IntraMD engines take 7 cycles (e.g., 1 to
7 in Fig. 8 (a)) to generate all predictions of all 4 × 4 modes for
a 4 × 4 block. They then take 3 cycles to calculate the costs of
all intra luma 16 × 16 modes. After the IntraMD engine selects
the best intra luma 4 × 4 mode, the proposed TransQuan engine
takes 10 cycles (e.g., 25 to 34 in Fig. 8 (a)) to process a 4×4 luma
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Fig. 8 Timing diagrams for (a) encoding a MB in the 1st stage, (b) encoding a MB in the 2nd stage, and
(c) accessing the external memory.

block. The proposed Recons engine then spends two cycles (e.g.,
35 to 36 in Fig. 8 (a)) to process a 4 × 4 luma block. Adopting
the proposed RCFR approach, the proposed IntraPred engine can
start to predict the 4 × 4 luma blocks 2, 5, 7, 13, 15, and 16 with-
out waiting for the reconstruction of their previous blocks. For
example, the IntraPred engine can start to predict block 2 at the
18th cycle as shown in Fig. 8 (a) while the Recons engine is still
processing block 1.

There are three engines, run-level coding (RLC), context-
adaptive binary arithmetic coding (CABAC), and variable-length
coding (VLC), in the second pipelined stage. The processing time
of these engines vary according to the quantization parameter
(QP) and video content. Figure 8 (b) illustrates the second-stage
timing diagram for our encoder to encode a macroblock in the
1080p video “rush hour” when QP is 16. Empirically, the average
number of cycles taken by our encoder in the second pipelined
stage to encode one macroblock of 1080p video is 157.1, 233.6,
358.8, and 465.4 when the QP is 28, 22, 16, and 10, respectively.
We employ several memory access units (MAUs) to handle the
data transfer between the encoder and the external memory. The
MAUs prefetch the next macroblock, fetch and write the refer-
enced data for the current macroblock, and access the encoded
bitstream from and to the external memory. Figure 8 (c) gives the
average number of cycles these MAUs needed for a macroblock.

7.2 AMBA Bus Interface
Figure 9 shows the top-level block diagram of our proposed

intra-frame encoder. It consists of two main parts: an encoder
core containing all units that perform the encoding functions and
an AMBA bus interface for data transfer between the encoder
core and the off-chip memory.

We implement several AMBA-compliant modules to deal with
external-memory access and software/hardware communication.
The AMBA interface contains a command receiver, an MAU ar-
biter, and three MAUs. The command receiver is connected to an
AMBA slave. Users send to it configuration parameters including
QP and slice types in a memory address format. The command re-
ceiver extracts from its input configuration parameters and sends
them to the MainCtrl engine inside the encoder core. The MAU
arbiter is connected to an AMBA master. It decides on which
MAUs can access the external memory. There are three MAUs:
a macroblock (MB) MAU, a top-row (TR) MAU, and a bitstream
(BIT) MAU. The MB MAU reads in source macroblocks from
the external memory and stores them in the local memory for the
IntraMD engine. We access the local memory in a ping-pong
fashion. When the IntraMD engine reads the pixels of the current
macroblock, the MB MAU prefetches the subsequent macroblock
concurrently. The MB MAU can support both interlaced and pro-
gressive video formats. Each of IntraPred, IntraMD, and CABAC
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Fig. 9 Top level block diagram of the proposed encoder.

engines accesses to the upper neighboring macroblock for encod-
ing the current one. The TR MAU reads and writes the referenced
data for these engines. It provides a local buffer to store the ref-
erenced data needed by a macroblock.

The BIT MAU writes the compressed H.264/AVC bitstream to
the external memory. Because the VLC engine generates differ-
ent numbers of bits each time and outputs them aperiodically, the
system performance will be degraded if we directly write its out-
put to the external memory. Therefore, we employ a buffer queue
to store the compressed bitstream temporarily and write the bits
to the external memory when the queue length reaches 32 bytes.

7.3 Encoder Core Implementation
7.3.1 IntraPred and IntraMD Engines

Figure 10 shows the block diagram of our proposed IntraPred
engine. It consists of an I4 engine that generates the prediction
pixels of intra luma 4 × 4 modes, and an I16 engine that gener-
ates the prediction pixels of intra luma 16 × 16 modes. All these
engines contain an HV pixel generator and a DC pixel generator.
The HV pixel generators generate prediction pixels for all vertical
and horizontal modes by bypassing the reference pixels. The I4
DC and the I16 DC pixel generators use one and two four-pixel
adder trees, respectively, to compute the luma 4 × 4 and luma
16 × 16 values.

The plane pixel generator calculates prediction pixels of three
plane modes. We calculate 16 prediction pixels for every 4 × 4
block using the plane parameters and the seed pixels. There are
16 seed pixels for the luma component and 8 seed pixels for the
chroma components. Instead of buffering all 24 seed pixels, we
use only 6 major seed pixels to calculate the remaining 18 seed
pixels. After obtaining all seed pixels, the pixel calculator gener-
ates 16 prediction pixels in parallel. Moreover, we reuse the I16

Fig. 10 Block diagram of the proposed IntraPred engine.

HV pixel generator, I16 plane pixel generator, and I4 DC pixel
generator to generate the prediction pixels of the chroma modes.

Because the IntraPred engine generates prediction pixels for
two modes for each of the 4 × 4 blocks simultaneously, the
IntraMD engine is equipped with two cost calculators, as shown
in Fig. 11. Each cost calculator employs an HT engine to perform
Hadamard transform. To calculate bit-rate cost, the λ generator
uses QP to look-up a QPQUANT table to obtain λ. Moreover,
Eq. (4) can be further simplified for hardware cost saving as λ is
always an integer in JM 11.0. The proposed IntraMD engine
also calculates the residuals of the best intra mode. Instead of
using a large memory to store all prediction pixels, the proposed
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Fig. 11 Block diagram of the proposed IntraMD engine.

Fig. 12 Block diagram of the proposed TransQuan engine.

Fig. 13 Block diagram of the proposed multi-transform engine.

IntraPred engine will re-generate the prediction pixels of the best
mode.
7.3.2 TransQuan and Recons Engines

Figure 12 shows the top-level block diagram of our proposed
transform coding engine. Its main components are a 1-D multi-
transform engine and a combined Q/IQ engine. Because of the
1-D multi-transform engine, we rely on a Transpose Buffer to
carry out a 2-D transform.

The proposed multi-transform engine, as depicted in Fig. 13,
has eight types of inputs and can carry out four types of opera-
tions. Because matrices for HT and IHT are the same, and those
for DCT and IDCT are highly similar, we unify all transforms into
a single datapath and use multiplexers to confirm the datapath for
the needed type of transform.

The proposed Q/IQ engine, as depicted in Fig. 14, uses a table
lookup method instead of division to calculate QP/6 and QP%6.
Moreover, adders and multipliers are shared for quantization and
inverse quantization operations. The TransQuan engine writes
to two memories, MBifno that holds macroblock parameters, and
Coeff that holds transformed coefficients, for the CABAC engine.

The Recons engine contains only adders and multiplexers. It
sums up the transformed residuals and the prediction pixels of the
best mode to generate reconstructed pixels. For luma 4 × 4 pre-
diction, it writes the resulting reconstructed pixels to the IntraPred
engine. On the other hand, for luma 16×16 and chroma 8×8 pre-
dictions, it writes the resulting reconstructed pixels to the top-row
MAU.
7.3.3 RLC, CABAC, and VLC Engines

The proposed Run-Level Coding (RLC) engine reads coeffi-
cients and performs zig-zag scans for the CABAC engine. It
also calculates parameters sig coeff flag by using every bit of
a coefficient, last sig coeff flag by using sig coeff flag as the
index to check for the location of the last non-zero coefficient,
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and coded block flag by using 16 sig coeff flags. We have inte-
grated a high-performance CABAC engine [22] into the proposed
encoder. It features a six-stage pipelined binary arithmetic engine
that achieves high throughput by encoding up to 8 bins per cycle.
The VLC engine is simple and implemented with several FSMs,
combinational circuits, and adders.
7.3.4 MainCtrl Engine

The MainCtrl engine receives the encoder parameters from the
command receiver and sends appropriate control signals to each
engine in the encoder core. By running the encoder at 108 MHz,
its power consumption for encoding 1080p video is 29.7 mW.
Still, we observe that several engines have idle cycles during the
encoding process. We apply a module-level clock-gating tech-
nique to further reduce the power consumption. For example,
when the TransQuan engine is processing chroma blocks or the
best intra luma 16 × 16 mode, the IntraMD engine is idle, and
hence, can be turned off. Moreover, because the number of cy-
cles with which the two stages execute are different, we turn off
the engines in the faster stage when it finishes. The MainCtrl en-
gine generates clock enable signals for all other engines of the
encoder. Table 5 shows the power consumption before and after
optimization of each engine for encoding 1080p video. Except
for the MainCtrl engine, every engine achieved power reduction

Fig. 14 Block diagram of the proposed Q/IQ engine.

Table 4 Configuration of the internal buffers.

after optimization. The MainCtrl engine consumes 0.0081 mW
more power (from 0.2421 mW to 0.2502 mW) because of added
circuits for clock-gating control. This optimization saves 33% of
power at the expense of only 0.04% area overhead.
7.3.5 Internal Buffers

Table 4 shows the configuration of each internal buffer our en-
coder need. The column “S/D” denotes single-port or dual-port.

The MB Info memory holds parameters defined for an in-
tra macroblock such as mb type, rem intra pre mode, and
pre intra pre mode flag. The Coeff memory contains four banks,
and each bank contains 28 entries that store eight coefficients.
We first categorize these four banks into two groups. Because
the TransQuan and the RLC engines belong to distinct pipelined
stages, when the former writes the coefficients of the (N + 1)th
macroblock into one of the two groups, the later reads the co-
efficients of the Nth macroblock from another one. Moreover,
because the TransQuan engine generates up to eight coefficients
at a time for a 4 × 4 block, we store the coefficients into the
same memory location of two memory banks in a group. The
CMB memory contains four banks, and each bank contains 24 en-
tries that store eight source pixels. We also categorize the four
banks into two groups. When the proposed encoder reads the
current macroblock from one of the two groups, the propose
MB MAU pre-fetches the successive macroblock to another one.
Moreover, we store a 4 × 4 block into two banks because the
TransQuan engine can process up to eight residuals at a time.
The Neighbor SE memory, Context memory, and CABAC ROM

serve as local buffers for the CABAC engine to access referenced
neighboring data and context information.

8. Experimental Results

We have implemented the proposed architecture in Verilog [36]
HDL and synthesized it targeted toward a TSMC 130 nm [102]
CMOS cell library. Our design requires 193.4 K gates (162.3 K
gates for the encoder core and 31.1 K gates for the AMBA in-
terface) and consumes 19.8 mW of power as detailed in Table 5.
Figure 15 shows its layout.

We use several 30-frame video sequences of different resolu-

Table 5 Power consumption and implementation results of each engine.
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Fig. 15 Layout of the proposed encoder.

Table 6 Average processing cycles per MB for various QP values.

Table 7 Average processing cycles and video quality gain over encoders
with CAVLC.

tions to test the proposed intra-frame encoder. The evaluation en-
vironment includes a 32-bit bus model and a 16-MByte SDRAM
model [81]. Table 6 lists the average number of cycles our en-
coder takes to encode a macroblock. The maximum number of
cycles of the first pipelined stage is 433 whereas that of the second
pipelined stage varies, since the processing time of the CABAC
engine varies depending on the video content and the values of
QP. Therefore, we further analyze the performance requirements
needed to support the H.264/AVC Levels 4 and 4.1.

According to Sayood’s work [91] and our experimental results,
a CABAC unit on the average compresses 1.8 bins to 1 bit. There-
fore, the throughput of a CABAC unit has to be 1.8 × 50 =
90 MBins/s to support Level 4.1 encoding. Our CABAC en-
gine can compress 1 bin per cycle in the worst case. Running at
108 MHz, its throughput will be at least 108 MBins/s. Therefore,
our encoder can support the case of Level 4.1 (i.e., 30 fps 1080p
video with output bit-rate 50 Mbps) when running at 108 MHz.
Table 7 shows the average number of cycles the proposed encoder
takes to encode a macroblock. It also shows the video quality gain

Table 8 Performance of the proposed encoder and previous works.

Table 9 Design efficiency of the proposed encoder and previous works.

ΔPSNR of the proposed encoder for each test sequence. By in-
tegrating the CABAC encoder, under the same bit-rate constraint
our design can deliver better video quality than that of the refer-
ence software JM 11.0 with CAVLC.

Table 8 shows the performance of the proposed intra-frame en-
coder compared to previous works including intra-frame encoders
(coder) and intra-frame encoding loop designs (loop). The perfor-
mance of Reference [7] and Reference [12] are obtained using the
quality level QS2. The proposed design can encode 30 fps 1080p
video when running at 108 MHz and consuming only 19.8 mW. It
delivers the same video quality as that of JM 11.0 with CABAC
and achieves 16% bit-rate saving as compared to JM 11.0 with
CAVLC.

To further compare the performance of the proposed intra-
frame encoder with the previous works that target to real-time
encode full HD video, we suggest a metric “Design Efficiency
(DE)” that is defined in Eq. (5) to evaluate the prediction en-
gines. Moreover, we synthesize the proposed design targeted
toward both a TSMC 180 nm and a UMC 90 nm [104] CMOS
cell libraries to make a fair comparison. Since several previ-
ous works have proposed fast algorithms to improve the perfor-
mance at the expense of video quality loss, we use the metric
“Predicted Mode Ratio (PMR)” that is obtained by dividing the
number of predicted modes per macroblock of each design by
the number of prediction modes defined in the H.264/AVC main
profile. The total gates is the sum of the function unit gates and
the equivalent memory gates obtained by using an Artisan mem-
ory generator [5]. Table 9 shows the comparison results. The
“Proposed180”, “Proposed130”, and “Proposed90” denote the
proposed design synthesized, targeted toward a TSMC 180 nm,
a TSMC 130 nm, and a UMC 90 nm CMOS cell libraries, re-
spectively. We also add a 384-byte local memory that is used to
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Fig. 16 Rate-distortion curves of the proposed encoder and Ref. [69] for (a) station 2 and (b) tractor.

store a source macroblock to Ref. [73] since it does not treat this
memory as a local one whereas other works do. The proposed
design outperforms all previous works by making better trade-off
between hardware cost and compression performance. Figure 16
further shows the rate-distortion curves of our proposed encoder
and Ref. [69] for the two test sequences reported in Ref. [69].

DE =
MBsperframe

× Framerate × PMR

Totalgates × Frequency
(5)

9. Conclusion and Future Work

Both video encoders and decoders have to access a lot of mem-
ory data to process a macroblock. The high memory bandwidth
requirement usually degrades the system performance. Accord-
ing to our profiling, accessing display frames dramatically de-
creases the memory efficiency of a video decoder.

H.264/AVC intra-frame encoding delivers excellent coding
performance at the expense of high computational complexity.
In the encoding process, there exists a long data dependency loop
among 4×4 luma blocks that dominates the system performance.
We summary three performance enhancement approaches to im-
prove the encoding performance. The proposed HUOS approach
speeds up the encoding process and improves the utilization of the
hardware engines in our first pipelined stage to alleviate the per-

formance bottleneck caused by the data dependency loop without
causing any quality degradation. The proposed RSSM approach
increases the throughput of the intra prediction engine with min-
imized area overhead. The proposed RCFR approach eliminates
the bubble cycles between prediction of two 4 × 4 luma blocks.

By adopting the approaches, the encoder achieves better video
quality and bit-rate saving compared with all previous works that
target to encode full HD video. Moreover, we apply a module-
level clock-gating technique to achieve very low power consump-
tion and integrate an AMBA interface to make SOC integra-
tion easy. Experimental results show that our design can encode
30 fps 1080p video when running at 108 MHz and consumes only
19.8 mW. It delivers the same video quality as that of JM 11.0
with CABAC and achieves 16% bit-rate saving as compared to
JM 11.0 with CAVLC.

As video resolution increases, the bus traffic of accessing ref-
erence and display frames increases. In the future, we plan to
improve the proposed compression algorithm to compress ref-
erence frames since accessing reference frames also consumes
a lot of bus cycles. The proposed algorithm can be modified to
use the two-dimensional information to predict pixels in a block
and compress each M × N block independently. In addition to
video coding, the compression algorithms can be employed in
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other applications such as test-data compression, medical image
compression, and audio coding. The proposed algorithm can be
modified according to the characteristics of these data to sup-
port these applications. We also plan to further reduce the power
consumption of the proposed encoder, since battery life is very
important for mobile devices, and video encoders usually con-
sume a lot of power. In addition to the module-level clock-
gating method, several efficient methods such as register-level
clock-gating, dynamic voltage and frequency scaling (DVFS),
and power gating can be employed to further reduce power con-
sumption. Moreover, the demand for ultra high resolution video
increases as technology advances. A video codec will be required
to support up to Quad Full High Definition (QFHD, 3840×2160)
resolutions in the near feature. Therefore, a novel video coding
standard, High Efficiency Video Coding (HEVC) [111], is under
development by the Joint Collaborative Team on Video Coding
(JCT-VT) of ITU-T VCEG and ISO/IEC MEPG now. The HEVC
aims to achieve 50% more compression than H.264/AVC and
supports up to 4320p (7680 × 4320) video resolution. The pro-
posed design can be used as a reference model for designing high-
performance hardware architectures for HEVC.
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