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Abstract: As complexity of system LSI design is increased significantly, efficient verification methodology is manda-
tory to achieve reliable system and to speed up development time. HW/SW co-verification, nowadays, is interesting
and practical as a tool for system verification because it allows covering large number of verification scenarios in ac-
ceptable time. In this paper, we present an efficient and unified framework of HW/SW co-verification methodology for
large scale system, particularly high throughput wireless communication system. The proposed methodology combine
system level simulation (e.g., MATLAB or C/C++) and physical level verification (e.g., FPGA). It allows perform-
ing fast HW/SW verification, as well as fast turn-around design exploration. The proposed methodology has been
successfully employed to our case study which is 4x4 MIMO wireless communication system. Experimental results
show that our case study is able to run in near real-time processing, resulting in an improvement of simulation time
orders of magnitude faster than software based simulation. Moreover, the proposed verification platform can be used
for complete characterization of communication performance of a MIMO wireless system employing MLD MIMO
decoder for various operation modes and channel models.
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1. Introduction

Recently, with tight demand of time-to-market for product de-
ployment, fast verification time has become a main hurdle to
guarantee a reliable product, especially in developing a complex
system that employs various operational modes and system pa-
rameters [1], [2]. In designing an LSI system, the verification
process takes almost 80% of overall development time. The sys-
tem development in wireless communication system field is one
of good example of such system. For the last two decades, wire-
less communication technology has evolved in fast and contin-
uous progression. Wireless system standard always changes, in
order to meet high throughput and high reliability requirements.
Unfortunately, every introduction of new standards, the complex
and advance signal processing are adopted, as well as to support
various system features. Consequently, the system complexity
will increase significantly. For example, in the latest wireless
LAN standard 802.11ac [3], very high throughput wireless com-
munication system including Downlink Multi User MIMO and
higher order modulation scheme up to 256-QAM is adopted.

Verifying the system functionality in all possible condition
need huge amount of relevant test cases, in order to achieve a
confidence level of acceptance test criteria. Furthermore, in de-
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velopment process we also must validate that algorithm trans-
formation from floating point to fixed-point as well as data path
bit-width optimization do not degrade the overall system perfor-
mance within tolerable margin. Hence, verification time is rel-
evant issue in a complex system. To overcome these problems,
recently, hardware-based verification has attracted attention since
it allows one to cover a large number of test scenarios in a shorter
time compared to software based verification.

References [4] and [5] have described verification systems in-
tended for wireless communication system featuring hardware-
in-the loop. However, these verification platforms do not cover
all requirements of a verification platform. In Ref. [4], Liang et
al. have proposed a hardware in-the-loop verification methodol-
ogy for complex functions. While it is combined with system
level simulation and has the benefit of a hardware-in-the loop sys-
tem, the verification system is not flexible. It is applicable only in
MATLAB/simulink environment. Hence, for another design that
does not support this environment, it needs more effort to realize
hardware-in-the loop verification system. Moreover, to be used
as a verification platform, this paper did not clearly describe its
verification time improvement. On the other hand, while Ref. [5]
emphasize the issue of verification time improvement, however, it
is not tightly coupled with system level simulation and also do not
describe performance evaluation regarding system functionality.
Hence, those platforms cannot be easily used as a comprehensive
evaluation of wireless communication system.

In this paper, a novel unified framework of hardware (HW)
/software (SW) co-verification methodology for large scale sys-
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tem, specifically wireless communication system is addressed.
The proposed methodology is applied in our case study using
HAPS system [13] co-operated with system level simulation such
as MATLAB and C/C++. The proposed methodology and our
applied platform have several advantages, which are:
( 1 ) The verification system has flexible and scalable interface

for data transfer between software part (host PC) and hard-
ware part (FPGA). This feature enables design extension and
could be applied to different system with only minor modifi-
cations.

( 2 ) Proposed verification methodology is co-operated with sys-
tem level simulation such as MATLAB, C/C++, etc and
physical level verification. It allows for unified evaluation
of various level of system design.

( 3 ) The unified framework allows for fast design exploration and
verification which is specially useful in verification of large
scale system.

The rest of this paper is organized as follows. Section 2 de-
scribes an overview of related work of hardware-based verifica-
tion platform and its methodology. In Section 3, we describe our
proposed methodology for building HW/SW co-verification plat-
form. In Section 4, an application example of proposed HW/SW
co-verification system in MLD MIMO decoder is presented. In
Section 5, we discuss implementation results and example per-
formance evaluation of the MIMO Decoder. Section 6 describes
the effectiveness of our proposed methodology by providing com-
parison as well as achievable verification speed-up of proposed
methodology. Finally, in Section 7 some conclusions are drawn.

2. Related Works

There are several considerable works that have shown capabil-
ity of verification environment for MIMO wireless communica-
tion system. In Refs. [6] and [7], the authors presented a complete
wireless LAN system and performed related performance evalu-
ation. For block component, the authors in Refs. [8], [9] pro-
posed FPGA prototyping for MIMO decoder. The prototyping of
complete system is very valuable to demonstrate technology ca-
pability under realistic condition such as analog-impairments and
effect of various channel condition. However, its main purpose
is as the final outcome rather than integral part of product devel-
opment. Additionally, in these papers, the issue of verification
time in large coverage test scenarios is not presented. Therefore,
it cannot be used in early stage of development such as during
block component design.

Other works are the FPGA prototyping for accelerating ver-
ification, as discussed in Refs. [5], [11], [12]. In these papers,
the issue of verification time is mainly discussed. The verifica-
tion technique to improve simulation time is presented. For ex-
ample in Ref. [11], to address bottleneck on data communication
between the host PC and the hardware target, the TCP/IP based
communication is presented. In Ref. [5], PCI based connection
is employed with network infrastructure for building an FPGA-
Accelerated testbed. Furthermore, the prototyping using another
hardware target such as GPU is presented in Ref. [12]. However,
while those papers are dedicated for communication system, eval-
uation of full system performance metric such as Bit Error Rate

(BER) performance was not covered.
In summary, there are some missing metrics that not discussed

as a comprehensive verification platform for wireless communi-
cation system. These includes flexibility to be employed with
various function block, efficiency of verification (verification time
improvement), and integrability with system level simulation. As
a result, those type of verification/prototyping platform cannot be
used as integral part of system development process, especially
in the early stage of development.

To address limitations of previous works, the proposed veri-
fication platform covers verification process for all verification
stage, from block component up to full system level simulation,
including algorithm verification, RTL verification, and real-time
HW/SW co-verification. Thus, the proposed methodology closes
the loop of design, exploration, optimization, and testing. This
approach can avoid time consuming, prone error, and multiple it-
erative design spin-off process from one group in a big research
and development team. Hence, reliable design and fast time-to-
market of large scale system can be achieved.

3. Unified Framework of HW/SW Co-Verifi-
cation Methodology

3.1 Scope of the Framework
An efficient hardware-software co-verification platform should

not only be capable of performing a fast simulation, but also at the
same time it must have: 1) flexibility to support quick turn around
design modification and design extension; 2) cover all verification
stage, from algorithm development to hardware implementation;
3) tightly integrated with system level simulation to maintain reli-
able performance. In order to realize such efficient co-verification
platform, in this paper we propose an effective approach to obtain
reliable and efficient development of large scale systems.

In general, VLSI design and verification flow consist of three
design layers, as depicted in Fig. 1. In the first layer, a com-
plete system modeling is developed using system level language
such as MATLAB, C/C++, etc. For example, in wireless com-
munication system, it includes transmitter, channel model, and
receiver. Because blocks in wireless communication system, es-
pecially in receiver, are very sensitive to employed algorithm and
hardware optimization, before translating into hardware design,
the designed algorithm should be verified in order to get realistic
hardware complexity and predictable performance. After algo-
rithm have been validated, RTL design for hardware implementa-
tion can be generated depending on hardware target. The process
of algorithm transformation, recently, not become a difficult task
since the availability of advance High Level Synthesis CAD tools
that support model based-RTL design [10]. It allows fast design
exploration and lead to reduce development time significantly. In
RTL design stage, the verification is also performed to verify that
hardware design in HDL code is still have same functionality as
defined in system level simulation. However, verification time
for bit true model in this CAD environment is very slow. The fi-
nal stage of design is physical implementation. Once the RTL is
obtained, hardware implementation can be carried out and once
again the verification is carried out to ensure that final hardware
implementation satisfy required performance.
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Fig. 1 VLSI Design and verification flow.

In the conventional verification system, the verification pro-
cess of each stage is carried out independently and is also not
integrated to system level simulation. Additionally, to verify and
to evaluate overall system performance it needs to implement all
blocks into hardware emulation in order to obtain fast verification
results. With this approach, all hardware design of overall system
should be completed before performing verification. Moreover,
another potential problem will be faced when we directly imple-
ment a full system, such as lack of FPGA resource or timing prob-
lem. Therefore, there are several problems from conventional
verification methodology. The first, conventional verification pro-
cess may contain many iteration loop, either within same design
layer or different design layer. This process take longer verifica-
tion time and slow feedback for design modification. As a result,
development process takes longer time. The second one, because
the verification process is independent between design layer, the
verification environment in each layer cannot guarantee the con-
sistency of performance in the point of view of system level sim-
ulation. Hence, the expected performance cannot be maintained
from system level design into final system implementation.

In our proposed verification platform, the verification of com-
plex system can be carried out efficiently from block component
up to system level, employing unified HW/SW co-verification
platform. To realize such system, tight integration of hardware
platform into system level simulation is a key element. The pro-
posed verification platform can be used by hardware designers
to design, implement, and verify related block concurrently. The
verification of each block can be performed in the point of view
of system level simulation. Hence, the final performance require-
ments of full system can be maintained and predictable. More-
over, the verification time can be significantly reduced.

3.2 Task Partition Methodology
Typically, the design process of a complex signal processing

system starting from system level algorithm description, such as
MATLAB or C/C++. There are many various possible algorithm

implementation to fulfill system requirements, but they give dif-
ferent trade-off between area complexity, efficiency, flexibility,
and design effort. Hence, design exploration is mandatory and
should be performed quickly at the initial development. Once the
algorithm is selected, a submodule can be transferred to hardware
development and further verified in the point of view of system
level simulation.

The first step to build an efficient HW/SW co-verification sys-
tem is performing task partitioning of all system process. The
task partitioning can be carried out under consideration of area
complexity, timing processing, requirement of quick algorithm
evaluation, or any design metrics that are determined by system
requirements.

For example, as depicted in Fig. 2, signal processing block
of wireless communication system consist of several consecu-
tive processes: input data and parameter (referred as Test Vec-
tor), Transmitter, Channel Model, and Receiver. Assumed that
we perform task partitioning to the system by selecting a com-
plex process (e.g., Receiver process) to be simulated in hardware
platform, and the rest of processes are simulated in software plat-
form. Furthermore, the Transmitter, Channel model, and output
results checking could be implemented into different software ab-
straction language, such as transmitter and channel model process
is implemented in MATLAB, while output checking is imple-
mented using C/C++. Both software platform, which are MAT-
LAB part and C/C++ part, communicate each other through our
developed custom transparent layer communication (API). On
the other hand, receiver process, as considered the high complex-
ity system, is implemented in hardware emulated platform. At the
initial stage design, it is possible to implement receiver partially
in hardware and keeping other receiver processes in software. As
the development stage is growth, more tasks in software process-
ing could be added up to the hardware target, achieving a com-
plete full hardware emulation.
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Fig. 2 Example of verification framework.

3.3 Unified HW/SW Design
To implement a complete design of HW/SW co-verification,

first we have to provide a generic architecture for HW/SW imple-
mentation, as shown in Fig. 3. The HW/SW design should have
support for flexibility and reconfigurability purpose. Hence, it
could be reusable for other design targets or applications. The
hardware design mainly consist of three building blocks, which
are: (1) bus interface module for receiving data from end-point
physical connection link (e.g., PCIe cable), (2) memory banks
for storing input and output stream, and (3) hardware target that
is being verified (Design Under Test). On the other hand, the
software design consist of 3 main blocks, which are: (1) system
level design that performs system level simulation, (2) communi-
cation API that handles data communication between software
layer, and (3) bus driver that connects data communication of
software part and hardware part.

The employed HW/SW platform uses HAPS board from Syn-
opsys [13] which basic purpose is for design prototyping plat-
form. On the other hand, the main objective of our proposed
methodology is for unified verification covering all design ab-
straction layers. Our proposed methodology seems similar with
Synopsys Hybrid Prototyping Platform [15] that can also perform
system level simulation by utilizing virtual prototyping. How-
ever, our hardware platform does not include virtual prototyping
packages. Therefore, system level simulation could not be car-
ried out in employed HAPS board. Furthermore, the TLM veri-
fication flow in virtual prototyping is being a commercial pack-
age which is not an open access package. Additionally, the TLM
based verification concept primarily suitable for System on Chip
(SoC) prototyping case, where the data communication through
on-chip bus among various modules are very important.

In order to address the limitation of basic HAPS platform, we
propose flexible and scalable interface both in hardware and soft-
ware part to realize unified HW/SW co-verification. In hardware
side, the flexible interface is employed to handle various transfer
modes, for example stream based mode or pass-through mode.
Additionally, to support various CAPIMs in different applica-
tions, we use configurable architecture for I/O management. In
software side, to adapt with high level system simulator we em-
ploy customized API, as communication interface to manage data
that are provided by high level simulator or hardware circuit. The

Fig. 3 HW/SW Architecture design.

API specifically has to allocate the data that will be transferred to
hardware from host PC, and also receive and collect the data that
are received from hardware for further processing in system level
simulation.

Moreover, we also provide a key feature in proposed verifica-
tion method which is called as data-driven simulation that allows
the data processing could be performed in vector based (burst
data). Vector based processing is considered since the data from
system level simulation (e.g., MATLAB) inherently in form of
matrix or array data. To realize this feature, we provide software
interface that support block data transfer (burst mode) and also
hardware interface that able to handle block data transfer within
block RAMs or FIFOs. By utilizing this approach, the interac-
tion of hardware software only occur in the beginning and the
end of verification run-time. Therefore, the overhead of HW/SW
interaction can be reduced significantly, which results significant
improvement of HW/SW co-verification run-time.

4. Application Example: MLD MIMO De-
coder in 4x4 MIMO Communication Sys-
tem

MIMO decoder play an important role in MIMO wireless
communication system because the BER performance is highly
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dependent on employed MIMO decoder algorithm. Many re-
searchers have investigated several techniques that are feasible
for practical implementation. The Maximum Likelihood Detec-
tion (MLD) technique is considered as the optimal technique for
MIMO Decoder. However, due to increasing constellation point
of the modulation and the number of spatial stream, the computa-
tion complexity in MLD MIMO decoder become extremely high
and consequently increasing hardware complexity and thus the
verification effort. Hence, some approaches to reduce complexity
of MLD MIMO decoder computation are studied and also effi-
cient verification approaches are developed.

In this paper, to demonstrate applicability of proposed veri-
fication platform, we consider MLD MIMO Decoder for IEEE
802.11ac WLAN system, as a case study. The designed MLD
MIMO decoder should support up to 256-QAM modulation
scheme. To the best our knowledge, until now there is no pa-
per that describes VLSI implementation of full MLD MIMO de-
coder design for high order MIMO system up to 256-QAM. In
[8] the authors propose FPGA Implementation of real time MLD
MIMO decoder that support for QPSK modulation in 4x4 MIMO
system. In higher modulation order, e.g., 64-QAM MIMO sys-
tem, Ref. [9] described FPGA prototyping of quasi MLD MIMO
Decoder.

Because of its huge complexity, design a real-time implemen-
tation and make efficient verification is still a big challenge. For
example, with a carefully calculation of timing processing of
highest complexity MLD parameter in 4x4 MIMO (256-QAM),
verification of one packet data consisting 2 OFDM symbol, soft-
ware based verification using MATLAB tools take around 70
days, while verification using assisted hardware just take 4 min-
utes. Obviously, the conventional approach takes much longer
time and gives a slow feedback for designer. Consequently, re-
sulting high cost development. Hence, design validation for all
parameter cases using conventional approaches are not longer ef-
ficient. As an alternative, to accelerate the verification process
hardware-assisted platform is proposed.

4.1 HW/SW Co-verification Platform Description
The hardware platform in this work uses HAPS (High-

performance ASIC Prototyping Systems) provided from Synop-
sys [13], as depicted in Fig. 4. The HAPS system can occupy
up to 7.5M gates for each FPGA chip. The HAPS system is con-
nected to a host computer through UMRBus (Universal Multi Re-
source Bus) interface using PCI-e cable link [14].

The HW/SW co-verification system includes a host PC, soft-
ware library, an FPGA system, template synthesizable HDL code
of verification infrastructure and a dedicated hardware as design
under test. The host PC is used for executing system level simula-
tion such as MATLAB and C/C++ and it is connected to the hard-
ware platform through UMRBus. The software API library pro-
vide communication interface between MATLAB, C/C++ pro-
gram, and bus interface in FPGA system.

4.2 MIMO System Model and MLD Algorithm
We consider a MIMO wireless communication system with N

Transmit Antenna and N Receive Antenna, as shown in Fig. 5.

Fig. 4 HAPS hardware platform.

Fig. 5 MIMO communication system model.

Table 1 System parameter.

Parameter Value
Wireless System Standard IEEE 802.11ac
Number of Antenna (N) 4

Modulation Type (M)
QPSK (1), QAM16 (2),

QAM64 (3) and QAM256 (4)
System Bandwidth 80 MHz

We also assume that the transmit symbol is taken from a quadra-
ture amplitude modulation (QAM) which has 2M constellation
points where M is modulation order. The transmission of each
vector x over flat-fading MIMO channels can be written as

y = Hx + n (1)

where x = [x1, x2, ..., xN]T is the transmitted signal vector,
y = [y1, y2, ..., yN]T is the received signal vector, H is the N x

N channel matrix, and n = [n1, n2, ..., nN]T is independent identi-
cally distributed Gaussian white noise vector.

To reduce computation complexity, we employ QR decompo-
sition into channel matrix, H, that are provided by Channel Esti-
mator block. Firstly, we decompose the matrix H into two ma-
trices Q and R, where Q is the unitary matrix and R is the upper
triangular matrix. With H = QR, Eq. (1) can be written as

z = Rx + n′ (2)

where z = QHy and n′ = QHn.
Then, the output MLD, x̂, can be calculated by searching

among all candidate such that resulting minimum magnitude of
error signals, as provided by following equation.

x̂E = arg min
Ω∑

i=1

|z − Rx|2 (3)

where Ω is number of all candidate which is 22MN and xE re-
ferred as Euclidean distance calculation. In this paper, we con-
sider MIMO system with parameters as provided in Table 1.

4.3 Architecture Design
From Eq. (3), we can derive the MLD signal processing ar-

chitecture as shown in Fig. 6. The MLD MIMO Decoder block
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Fig. 6 MLD MIMO decoder architecture.

mainly consist of Candidate Generator, that provides all possi-
ble transmitted signals, MATRIX MULT block, that performs
matrix multiplication between received signals and candidate
of transmitted signal, PED CALC, that performs distance cal-
culation, recursively along all possible number of candidate,
SORTER block that determines the minimum error distance and
selects the estimated transmitted signal. Other blocks are MLD
Control, for providing signal control and parameter in appropri-
ate timing and some Pipeline Registers.

The implemented structure of MLD processing in Fig. 6 refers
to Euclidean distance. However, to reduce of multiplier, in prac-
tical approach we may employ simplified distance calculation by
using a Manhattan distance, as given by:

ˆxM = arg min
Ω∑

i=1

|Re[z − Rx]| + |Im[z − Rx]| (4)

Since blocks in wireless communication system, especially in
receiver, are sensitive to system performance, selected algorithm
should be quickly analyzed in term of system level performance
and hardware cost. The proposed verification platform allows fast
design exploration and co-simulation for functional verification.
Once an algorithm have been validated, RTL design for hardware
implementation could be generated to be integrated with whole
FPGA architecture for complete HW/SW co-verification.

4.4 Process Mapping and Template Architecture
Before implementing the design target in the hardware and

software, we have to perform task system partition and mapping
each block of complete wireless communication system into soft-
ware part and hardware part. We use the same approach as de-
scribed in Section 3.

Figure 7 shows partitioning and mapping each module of com-
plete wireless communication system in generic architecture of
software and hardware. The software part implement the trans-
mitter process, channel model, a part of receiver process, and
performance evaluation. On the other hand, the hardware part
only implement MIMO Decoder block. Beside the main blocks,
we also introduce a software communication interface, which are
API software and bus driver software as well as the bus interface
module in hardware.

Integration of software part and hardware part realizing the

Fig. 7 HW/SW partition and mapping for MIMO Decoder verification.

simulation platform that able to perform HW/SW co-simulation
of wireless communication system. The system level simulation
will provide data for the target hardware. First, it delivers the
data to the API module to provide appropriate data format as re-
quired by Bus driver. Then, the software test bench in the host PC
send the data stream and the control data to the specified memory
buffer in hardware platform. Finally, HW/SW co-verification of
MLD MIMO Decoder in the point of view of system level simula-
tion, such as BER performance, can be carried out. Furthermore,
this proposed methodology and platform can accommodate for
fast turn around design changing and iteration, when performance
results do not satisfy the requirements.

4.5 Hardware Design
In hardware side, the data transaction will be carried out by bus

interface module that connect the FPGA hardware with UMRBus
end point. This module is called as CAPIM (Client Application
Peripheral Interface Module) and its timing follow the UMRBus
protocol. Each CAPIM unit could be connected to specific mem-
ory, register, or any instance module inside FPGPA hardware.
The CAPIM units are accessible from host PC through the UM-
RBus driver by giving index number in every data transfer.

In order to implement MLD MIMO Decoder into template
FPGA architecture, first we consider that our design example
have 14 inputs, which are R data matrices and Z data matrices.
Additionally, we also will reserve one CAPIM to handle data in-

c© 2016 Information Processing Society of Japan 66



IPSJ Transactions on System LSI Design Methodology Vol.9 61–71 (Aug. 2016)

Fig. 8 Hardware-in-the loop co-verification system.

put for system parameter and control, such as modulation type,
number of stream and start/enable signals. According to the re-
quirements of MLD MIMO Decoder timing specification, the in-
put of MLD MIMO Decoder for each decoding process should be
available at the same clock cycle. For simplification, we will store
each element of matrices input into different memory. Hence, we
map each input data R and Z to one index CAPIM. In the same
approach, we can assign each data output to one CAPIM unit.
In case of MLD MIMO decoder, we need 14 CAPIM units for
input buffer, 4 CAPIM units for output and 1 CAPIM unit for
register control. Moreover, the way of CAPIM structure is eas-
ily modified and configured for other DUT. Hence, the effort of
configuring the interface design between FPGA and host PC for
other applications is relative small. To maintain a communication
between host PC and FPGA system, the interrupt signal is also
generated and it is sent through bus to be monitored by software
application.

4.6 Software Design
The software design mainly consist of three layers which are:

( 1 ) System level simulation of complete wireless communica-
tion system in MATLAB. This simulation performs all data
processing of wireless communication system as well as per-
formance evaluations, except the MIMO Decoding process-
ing that is implemented in hardware.

( 2 ) API program that handle communication data between sys-
tem level simulation in MATLAB and main test bench pro-
gram. The API perform a specific data processing of array
data from MATLAB simulation resulted in process before
MIMO decoding block. The custom API program is devel-
oped with emphasize on flexibility and reconfigurability for
design extension. Hence, It could build a smooth data trans-
action between software layer and further make convenient
verification flow.

( 3 ) Bus driver package that connect the host PC and the FPGA
platform. The bus driver mainly performs read and write
process to specified CAPIM target, as well as monitor the
interrupt signal from hardware target. The bus driver can

transfer data either in burst sequence or single transfer de-
pend on the verification requirements. It also can point out
the CAPIM target by assigning the CAPIM address number.

All software package is wrapped in unified test bench simula-
tion that performs simulation (co-verification) process for the de-
sign target. The test bench software carry out verification process
including hardware controlling, data loading, and retrieving data
for post processing analysis. The way of data flow in test bench
software also reflect the behavior of data flow in full system level.
Hence, the verification sequence process (task sequence) can be
transfer to other development team for further verification process
or integration to full system level.

5. Experimental Result and Performance
Evaluation

5.1 FPGA Implementation Results
First, we show the implementation results of the proposed

MIMO Decoder design in Table 2. The MIMO Decoder design
occupy 18,024 look-up tables (LUTs), 7989 registers, 576 blocks
of RAM, and can achieve clock frequency up 180 MHz.

However, for the simplification the running clock frequency
is set to 100 MHz as the internal FPGA oscillator source. The
logic utilization of hardware target is very small compared to to-
tal capacity of FPGA, because this results is for implementation
of single processing element of distance calculation. Hence, it is
possible to implement a number of parallel processing elements
to speed up hardware processing time because our hardware plat-
form have big capacity of logic resources. The optimum num-
ber of processing element can be determined by performing de-
sign exploration, which will be described later in section 5.3. It
should be noticed that implementing parallel processing element
does not change the design of bus interface and memory struc-
ture. Hence, we can utilize the rest of the LUT resource, as well
as the DSP block for implementing the parallel architecture.

5.2 Performance Evaluation of MIMO Decoder
In this section, we provide an example of performance evalu-

ation that can be carried out by proposed verification platform.
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Table 2 FPGA logic utilizations.

Resource Logic Utilization Available
LUTs 18,024 474,240

Registers 7,989 948,480
RAM blocks 576 720

Max Clock Frequency 182 MHz -

Table 3 Verification condition.

Parameter Values
System Model IEEE.80211ac Model

Number of Antennas 4

Modulation Type
QPSK, QAM-16, QAM-64, and

QAM-256

Channel Model
TGac Channel Type D (Indoor)

and Gaussian Random
Data Packet 1,000 Bytes

SNR 0 - 30 dB

Fig. 9 Example performance evaluation: (1) BER performance on various
modulation types.

The verification condition for performance evaluation is provided
in Table 3.

The performance of proposed MIMO Decoder design has been
evaluated regarding to various channel characteristics and mod-
ulation types, as shown in Figs. 9 and 10 respectively. Figure 9
shows BER performance for various modulation types. We also
provide MATLAB simulation result that performs floating point
simulation of algorithm. We can see that the performance of hard-
ware implementation of MIMO Decoder is close to MATLAB
simulation. Hence, we can conclude that the algorithm transfor-
mation to hardware fixed point format is sufficient. Figure 10
shows the performance evaluation for various channel type. We
have evaluated performance of MIMO Decoder in three types
channel, which are : Identity channel, TGac AWGN, and TGac
Channel D. From Figs. 9 and 10, we can prove the capability of
our verification platform for comprehensive evaluation of wire-
less communication system employing MLD MIMO decoder as
well as verification of system level design (MATLAB) and phys-
ical implementation (FPGA).

5.3 Evaluation of Design Exploration
As the hardware implementation of communication system is

highly dependent to various constraints, design exploration is a
key enabling to obtain optimum design. Some metrics such as

Fig. 10 Example performance evaluation: (2) BER performance on various
channel types (QPSK Mode).

Fig. 11 Verification time for various PE numbers.

throughput, hardware complexity, as well as performance can
be consider as input for performing design exploration subject
to available resource area and acceptable development time (in-
clude verification time). In conventional verification approach, to
evaluate the design exploration the designer should perform ver-
ification in different layer abstraction, which are algorithm eval-
uation in system level, RTL simulation and hardware verification
independently. In unified framework, the verification can be per-
formed simultaneously, which reduce total verification time.

In order to validate the effectiveness of proposed methodology
for design exploration we provide an example of design explo-
ration task in terms of efficiency of using parallel processing ele-
ments. In this task we will find out the optimum number of pro-
cessing element that can be employed with subject to achievable
verification time efficiency and the hardware cost. We consider
this case since it directly affects the speed-up of verification time
which is the most important objective of our proposed verifica-
tion framework. For another cases of design exploration such
as selecting optimum bit length subject to error performance and
available hardware resource and also determining the optimum
algorithm subject to error performance and logic resource practi-
cally could be carried out by using proposed framework.

To further speed up hardware processing, it is possible to
change the design architecture. For example, the using of parallel
architecture of MLD Processing Element can speed up hardware
processing and finally resulting improvement of system through-
put. In Fig. 11 we show that increasing number processing el-
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Fig. 12 Verification efficiency for various PE numbers.

ement up to 256 units, will give another increasing verification
time about 100 times faster than using single processing element.
This result use the same simulation parameter as provided in Ta-
ble 3. The total speed up of verification time is up to 105 time
compare to pure software verification.

However, increasing number of processing element no longer
give high benefit for speed up verification time. As shown in
Fig. 12 the verification efficiency as the number of parallel pro-
cessing elements area more than 64 units, the efficiency not in-
creased significantly regarding to hardware cost. The verification
efficiency, η is calculated based on Eq. (5):

η = 1 − TsinglePE

TparaPE
(5)

where TsinglePE is verification time carried out in single process-
ing element architecture, and TparaPE is verification time carried
out in parallel processing element architecture.

Furthermore, from synthesis results it is found that the hard-
ware cost for 64 PE units of MIMO MLD Decoder are 140,851
LUTs which is almost 8 times compare to single PE and 35,827
registers which is equivalent to 4.5 times of single PE usage,
while the RAM usage occupies the same resource blocks which is
576 blocks. These results occupy around 30 % of available logic
resource. Therefore, by trading-off the verification efficiency and
hardware cost we can decide that the optimum parallel processing
element is 64 units.

6. The Effectiveness of Proposed Methodology

In this section we present evaluation to clearly describe the ef-
fectiveness of proposed methodology with other simulation plat-
forms. We also further provide analytical approach and some re-
sults to show the capability and the effectiveness of our HW/SW
co-verification methodology, particularly in verification time im-
provement.

6.1 Methodology Comparison
Although high level simulation can provide all abstraction of

system functionality and also easier for environment setup, how-
ever, the results are too far from real hardware performance. In
order to address this limitation, RTL simulation is carried out
to obtain more accurate evaluation. However, performing veri-
fication of complex circuit and extensive computation using RTL
simulator is prohibited due to very long run-time simulation, par-

Table 4 Comparison with other methods.

Objectives/Metrics
Synopsys

Hybrid Proto-
typing [15]

HIL [4] Proposed

High Level Simulation
a) Time-driven (cycle-based) � � �
b) Data-driven (vector-based) × × �
RTL Simulation × � �
FPGA simulation � � �
Unified HW/SW verification � � �
Verification speed moderate moderate fast

ticularly for exhaustive verification involving various system pa-
rameters and many different design versions. To accelerate de-
sign verification and achieve the optimum performance, the stan-
dalone FPGA prototyping is employed in Ref. [8]. Unfortunately,
the standalone FPGA implementation needs huge effort since it
must implement all system into hardware part. Hence, the verifi-
cation task only could be performed at very late stage of design
development. Furthermore, this simulation approach is also less
flexible for various test scenarios as required in system level sim-
ulation.

Recently, the hardware-in-the-loop is a promising solution for
fast verification is also has flexibility for support various system
parameters, as proposed in our work and other HIL work [4].
However, there is significant difference between our proposed
work and Ref. [4]. The HIL method in Ref. [4] employs Simulink
environment that performs cycle-based simulation. Thus, the
simulation is carried out as a time driven simulation and it will
introduced large overhead due to HW/SW interaction in each cy-
cle simulation. On the other hand, our proposed verification is
performed in data-driven based simulation. To quantify the effec-
tiveness of our proposed methodology, we summarize the com-
parison of several important features from different methodol-
ogy/verification environment, as shown in Table 4.

6.2 Achievable Verification Time Speed-up
HIL methodology co-operated with Simulink can provide more

convenience verification environment, however, the data process-
ing is carried out in cycle-based simulation as well as time-driven
based. This means the data processing is performed one-by-
one data involving intensive interaction HW/SW communication.
This method introduces significant overhead for HW/SW com-
munication for each cycle and affect overall verification speed-up
improvement, particularly in high complex circuits. The over-
head software processing for each cycle, denoted by TS W pre and
TS W post, are mainly due to its communication speed and also cy-
cle penalty of interrupt (handshaking) handling.

On the other hand, our proposed verification use vector based
verification. Since the transfer is also done in burst mode (for one
vector data), this approach involves interaction between SW and
HW in the beginning and ending of verification run time, denoted
by Prop TS W pre and Prop TS W post. Additionally, due to char-
acteristic of data interface in our employed platform, the SW data
transfer can be performed in high speed transfer, achieving up-to
800 Mbps, as compared to Ref. [4] that can only achieve several
Mbps. Thus, the overhead for HW/SW interaction in the pro-
posed method will be reduce significantly. Figure 13 illustrates
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Fig. 13 HW-SW interaction in verification process: time-driven simulation
(upper), data-driven simulation (lower).

Table 5 Estimation of verification time.

Mod Type SW proc (sec.) HW proc (sec.) Total proc (sec.)
1 (QPSK) 0.02 0.00261 0.02261

2 (QAM16) 0.02 0.65541 0.67541
3 (QAM64) 0.02 167.77221 167.79221

4 (QAM256) 0.02 42,949.67301 42,949.69

the differences of time-driven simulation and data-driven simula-
tion.

6.3 Estimation of HW/SW Verification Run-time
In order to obtain valid verification time, estimation of process-

ing time is the most important factor. Therefore, we make an ac-
curate approach by abstracting each computation tasks involving
in HW/SW co-verification, as shown in Fig. 8.

Note that the verification time consist two main parts process,
which are software processing and hardware processing. Fur-
thermore, execution time of software processing has several task,
which are initial setup and data transfer from host PC to FPGA
target in beginning of simulation time, and interrupt handling,
data transfer from FPGA target to Host PC, and post process-
ing analysis for final performance evaluation following hardware
process. The software execution time depend on the number of
input and length of burst data. In our case, software execution
time only varies with number of CAPIM and length of data that
are being simulated. Variation of modulation type parameter does
not affect software execution time.

On the other hand, the hardware processing mainly consist of
iteration execution time of processing element (PE) which the
number of iteration depend on employed modulation type. In
our simulation case, to decode one subcarrier data, the PE will
process iteratively as number of candidate. Each processing of
subcarrier will also take additional cycle for memory access. The
estimation of processing time for each modulation type is given in
Table 5. In our design case, by performing software profiling, the
software takes around 0.02 s for every run time. With the same
approach, the estimation time methods for any target application
can be estimated accurately.

6.4 Simulation Speed Comparison
The simulation speed of the different environment verification

has been measured in order to present benefit of proposed ver-
ification platform. As shown in Fig. 14, the speed up of verifi-
cation time is more than 3 times magnitude (1,000 times) com-
pare to software simulation, such as Modelsim and MATLAB. It
also can be seen that the simulation time is close as predicted by
pre-calculation. Furthermore, from experimental simulation it is

Fig. 14 Verification time comparison.

shown that the bottleneck of data transfer is no longer occurred.
For instance, when evaluate transmitting large data (1,000 Byte)
using high order modulation, the software processing for data
transfer between host PC and HAPS system is negligible and the
limitation lied in hardware processing. Because the software pro-
cessing part took a constant time, while the hardware processing
part depend on employed modulation type.

7. Conclusion

In this paper we have proposed a unified framework for
HW/SW co-verification methodology for large scale system. The
proposed HW/SW co-verification methodology have some fea-
tures which include flexible and scalable platform for HW/SW
co-verification, tightly integrated with system level simulation,
allowing hardware-in-the loop verification, and also capable
of running in near-real time performance. We have success-
fully demonstrated the effectiveness of proposed HW/SW co-
verification methodology with the case study of MLD MIMO
Decoder in 4x4 MIMO wireless communication system. The
proposed HW/SW co-verification methodology can be used for
complete characterization of MIMO decoder performance in the
point of view of system level simulation, as well as perform fast
design exploration, includes algorithm co-exploration, hardware
efficiency assessment, and optimum bit length evaluation. Ex-
perimental results show that verification speed improvement can
achieve up to 100,000 times faster compared with pure software
based simulation. The calculated performance estimation can
also predict verification efficiency of employed hardware archi-
tecture. Hence, we can choose optimum architecture of final
hardware implementation.
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