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ABSTRACT
In its early years, the field of computer vision was largely motivated by researchers seeking compu-
tational models of biological vision and solutions to practical problems in manufacturing, defense,
and medicine. For the past two decades or so, there has been an increasing interest in computer
vision as an input modality in the context of human-computer interaction. Such vision-based
interaction can endow interactive systems with visual capabilities similar to those important to
human-human interaction, in order to perceive non-verbal cues and incorporate this informa-
tion in applications such as interactive gaming, visualization, art installations, intelligent agent
interaction, and various kinds of command and control tasks. Enabling this kind of rich, visual
and multimodal interaction requires interactive-time solutions to problems such as detecting and
recognizing faces and facial expressions, determining a person’s direction of gaze and focus of
attention, tracking movement of the body, and recognizing various kinds of gestures.

In building technologies for vision-based interaction, there are choices to be made as to the
range of possible sensors employed (e.g., single camera, stereo rig, depth camera), the precision
and granularity of the desired outputs, the mobility of the solution, usability issues, etc. Practical
considerations dictate that there is not a one-size-fits-all solution to the variety of interaction
scenarios; however, there are principles and methodological approaches common to a wide range
of problems in the domain. While new sensors such as the Microsoft Kinect are having a major
influence on the research and practice of vision-based interaction in various settings, they are just
a starting point for continued progress in the area.

In this book, we discuss the landscape of history, opportunities, and challenges in this area
of vision-based interaction; we review the state-of-the-art and seminal works in detecting and
recognizing the human body and its components; we explore both static and dynamic approaches
to “looking at people” vision problems; and we place the computer vision work in the context of
other modalities and multimodal applications. Readers should gain a thorough understanding of
current and future possibilities of computer vision technologies in the context of human-computer
interaction.

KEYWORDS
computer vision, vision-based interaction, perceptual interface, face and gesture
recognition, movement analysis
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Preface
Like many areas of computing, vision-based interaction has found motivation and inspiration
from authors and filmmakers who have painted compelling pictures of future technology. From
2001: A Space Odyssey to e Terminator to Minority Report to Iron Man, audiences have seen
computers interacting with people visually in natural, human-like ways: recognizing people, un-
derstanding their facial expressions, appreciating their artwork, measuring their body size and
shape, and responding to gestures. While this often works out badly for the humans in these
stories, presumably this is not the fault of the interface, and in many cases these futuristic visions
suggest useful and desirable technologies to pursue.

Perusing the proceedings of the top computer vision conferences over the years shows just
how much the idea of computers looking at people has influenced the field. In the early 1990s, a
relatively small number of papers had images of people in them, while the vast majority had im-
ages of generic objects, automobiles, aerial views, buildings, hallways, and laboratories. (Notably,
there were many papers back then with no images at all!) In addition, computer vision work was
typically only seen in computer vision conferences. Nowadays, conference papers are full of images
of people—not all in the context of interaction, but for a wide range of scenarios where people are
the main focus of the problems being addressed—and computer vision methods and technologies
appear in a variety of other research venues, especially including CHI (human-computer interac-
tion), SIGGRAPH (computer graphics and interactive techniques) and multimedia conferences,
as well as conferences devoted exclusively to these and related topics, such as FG (face and ges-
ture recognition) and ICMI (multimodal interaction). It seems reasonable to say that people have
become a main focus (if not the main focus) of computer vision research and applications.

Part of the reason for this is the significant growth in consumer-oriented computer vision—
solutions that provide tools to improve picture taking, organizing personal media, gaming, exer-
cise, etc. Cameras now find faces, wait for the subjects to smile, and do automatic color balancing
to make sure the skin looks about right. Services allow users to upload huge amounts of image
and video data and then automatically identify friends and family members and link to related
stored images and video. Video games now track multiple players and provide live feedback on
performance, calorie burn, and such. ese consumer-oriented applications of computer vision
are just getting started; the field is poised to contribute in many diverse and significant ways in
the years to come. An additional benefit for those of us who have been in the field for a while is
that we can finally explain to our relatives what we do, without the associated blank stares.

e primary goals of this book are to present a bird’s eye view of vision-based interaction,
to provide insight into the core problems, opportunities, and challenges, and to supply a snapshot
of key methods and references at this particular point in time.
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