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ABSTRACT
Background subtraction is a widely used concept for detection of moving objects in videos. In
the last two decades there has been a lot of development in designing algorithms for back-
ground subtraction, as well as wide use of these algorithms in various important applications, such
as visual surveillance, sports video analysis, motion capture, etc. Various statistical approaches
have been proposed to model scene backgrounds. e concept of background subtraction also
has been extended to detect objects from videos captured from moving cameras. is book re-
views the concept and practice of background subtraction. We discuss several traditional statistical
background subtraction models, including the widely used parametric Gaussian mixture models
and non-parametric models. We also discuss the issue of shadow suppression, which is essential
for human motion analysis applications. is book discusses approaches and tradeoffs for back-
ground maintenance. is book also reviews many of the recent developments in background sub-
traction paradigm. Recent advances in developing algorithms for background subtraction from
moving cameras are described, including motion-compensation-based approaches and motion-
segmentation-based approaches.

For links to the videos to accompany this book, please see
https://sites.google.com/a/morganclaypool.com/backgroundsubtraction/.

KEYWORDS
background subtraction, segmentation, visual surveillance, gaussian mixure model,
kernel density estimation, moving object detection, shadow detection, figure-ground
segmentation, motion segmentation, motion compensation, layered scene segmen-
tation
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Preface
With cameras around us everywhere, a continuos stream of a vast amount of videos comes that
need to be processed and analyzed. is explosion of videos drives the research and development
in the computer vision community at large. e detection of foreground objects is the first step
in several computer vision processing pipelines. e are several solution paradigms for detecting
foreground objects in videos, with varying assumptions depending on the type of imaging sen-
sor, the motion of the imaging platform, whether the video is available online or offline, and the
characteristics of the applications. Among these solutions comes Background Subtraction as one
of the widely used paradigms to detect foreground regions in videos. e success of Background
Subtraction algorithms led to the development of the camera-based automated surveillance in-
dustry, as well several video analysis applications such as sports analysis, event detection, activity
recognition, marker-less motion capture systems, and others.

e Background Subtraction paradigm has an over two-decades history in the computer
vision field, with roots in image processing and even deeper roots extending to the earlier years
of photography. With over 500 papers published in conferences, workshops, and journals related
to background subtraction, it is very hard for a student to get hold of the different developments
in this area, and put them in the right historical perspective. e goal of this book is to give the
reader a birds-eye view of this topic, with enough details about the major approaches developed
over the last two decades, without overwhelming the reader with all variants of these approaches.
is book is not intended to be a comprehensive survey of every paper on the subject, but rather
a gentle guide to exploring the topic.

is book is organized in three chapters. Chapter 1 introduces the problem of foreground
detection in videos and explores solutions ranging from foreground detectors, motion segmen-
tation, and video segmentation to background subtraction. e goal is to highlight the basic as-
sumptions behind each of these paradigms and shed light on where background subtraction fits
within the big picture. Chapter 2 reviews some of the traditional statistical background mod-
els, including parametric and non-parametric models, which are the bases for many algorithms
for background subtraction. Chapter 2 also discusses issues related to detecting shadows and
maintaining the background representation. Chapter 3 discusses the extensions of background
subtraction to deal with videos captured from moving cameras. e chapter describes motion-
compensation-based approaches, layered-motion segmentation, andmotion-segmentation-based
approaches for background subtraction from a moving platform.

Ahmed Elgammal
November 2014
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