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ABSTRACT 
Artificial Intelligence federates numerous scientific fields in the aim of developing machines able 
to assist human operators performing complex treatments-most of which demand high cognitive 
skills (e.g. learning or decision processes). Central to this quest is to give machines the ability to 
estimate the likeness or similarity between things in the way human beings estimate the similarity 
between stimuli. 

In this context, this book focuses on semantic measures: approaches designed for compar-
ing semantic entities such as units of language, e.g. words, sentences, or concepts and instances 
defined into knowledge bases. The aim of these measures is to assess the similarity or relatedness 
of such semantic entities by taking into account their semantics, i.e. their meaning-intuitively, 
the words tea and coffee, which both refer to stimulating beverage, will be estimated to be more 
semantically similar than the words toffee ( confection) and coffee, despite that the last pair has a 
higher syntactic similarity. The two state-of-the-art approaches for estimating and quantifying 
semantic similarities/relatedness of semantic entities are presented in detail: the first one relies 
on corpora analysis and is based on Natural Language Processing techniques and semantic mod-
els while the second is based on more or less formal, computer-readable and workable forms of 
knowledge such as semantic networks, thesauri or ontologies. 

Semantic measures are widely used today to compare units oflanguage, concepts, instances 
or even resources indexed by them (e.g., documents, genes). They are central elements of a large 
variety of Natural Language Processing applications and knowledge-based treatments, and have 
therefore naturally been subject to intensive and interdisciplinary research efforts during last 
decades. Beyond a simple inventory and categorization of existing measures, the aim of this mono-
graph is to convey novices as well as researchers of these domains toward a better understanding 
of semantic similarity estimation and more generally semantic measures. To this end, we propose 
an in-depth characterization of existing proposals by discussing their features, the assumptions 
on which they are based and empirical results regarding their performance in particular applica-
tions. By answering these questions and by providing a detailed discussion on the foundations of 
semantic measures, our aim is to give the reader key knowledge required to: (i) select the more 
relevant methods according to a particular usage context, (ii) understand the challenges offered to 
this field of study, (iii) distinguish room ofimprovements for state-of-the-art approaches and (iv) 
stimulate creativity toward the development of new approaches. In this aim, several definitions, 
theoretical and practical details, as well as concrete applications are presented. 

KEYWORDS 
semantic similarity, semantic relatedness, semantic measures, distributional mea-
sures, domain ontology, knowledge-based semantic measure 
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Preface 
In the last decades, numerous researchers from different domains have developed and studied the 
notion of semantic measure and more specifically the notions of semantic similarity and semantic 
relatedness. Indeed, from the biomedical domain, where ontologies and conceptual annotations 
abound-e.g., genes are characterised by concepts from the Gene Ontology, scientific articles 
are indexed by terms defined into the Medical Subject Heading thesaurus (MeSH)-to Natural 
Language Processing (NLP) where text mining requires the semantics of units oflanguage to be 
compared, researchers provided a vast body of research related to semantic measures: algorithms 
and approaches designed in the aim of comparing concepts, instances characterised by concepts 
and units of language w.r.t their meaning. Despite the vast literature dedicated to the domain, 
most of which is related to the definition of new measures, no extensive introduction proposes 
to highlight the large diversity of contributions which have been proposed so far. In this context, 
understanding the foundations of these measures, knowing the numerous approaches which have 
been proposed and distinguishing those to use in particular application contexts is challenging. 

This book proposes an extended introduction to semantic measures targeting both students 
and domain experts. The aim is to provide a general introduction to the diversity of semantic mea-
sures in order to distinguish the central notions and the key concepts of the domain. In a second 
step, we present the two main families of measures to further discuss technical details related to 
specific implementations. By organizing information about measures and by providing references 
to key research papers, our aim is to improve semantic measure understanding, to facilitate their 
use and to provide a condensed overview of state-of-the-art contributions related to the domain. 

The first chapter introduces the motivations which highlight the importance of studying 
semantic measures. Starting by presenting various applications that benefit from semantic mea-
sures in different usage contexts, it then guides the reader toward a deeper understanding of those 
measures. Intuitive notions and the vocabulary commonly used in the literature are introduced. 
We present in particular the central notions of semantic relatedness, semantic similarity, seman-
tic distance. More formal definitions and properties used for studying semantic measures are 
also proposed. Next, these definitions and properties are used to characterise the broad diversity 
of measures which have been introduced in the literature. A classification of semantic measures 
is then proposed; it distinguishes the two main approaches corresponding to corpus-based and 
knowledge-based semantic measures. These two families of semantic measures are further pre-
sented in detail in Chapter 2 and Chapter 3, respectively. The foundations of these measures 
and several implementations which have been proposed in the literature are discussed-software 
tools enabling practical use of measures are also presented in appendix. Chapter 4 is dedicated 
to semantic measures evaluation and selection. It presents several aspects of measures that can 
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be studied for their comparison, as well as state-of-the-art protocols and datasets used for their 
evaluation. Finally, Chapter 5 concludes by summarizing important notions which are introduced 
in this book, and by highlighting several important research directions which must be studied for 
improving both semantic measures and their understanding. 

By following this progression, we hope that the reader will find a detailed and stimulating 
introduction to semantic measures. Our aim is to give the reader access to an extensive state-of-
the-art of this field, as well as key knowledge required to: (i) select the more relevant methods 
according to a particular usage context, (ii) understand the challenges offered to this field of study, 
(iii) distinguish room ofimprovements for state-of-the-art approaches and (iv) stimulate creativity 
toward the development of new approaches. 

Sebastien Harispe, Sylvie Ranwez, StefanJanaqi, and Jacky Montmain 
Nimes - France, May 2015 
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