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ABSTRACT
e emerging three-dimensional (3D) chip architectures, with their intrinsic capability of reduc-
ing the wire length, promise attractive solutions to reduce the delay of interconnects in future
microprocessors. 3D memory stacking enables much higher memory bandwidth for future chip-
multiprocessor design, mitigating the “memory wall” problem. In addition, heterogenous integra-
tion enabled by 3D technology can also result in innovative designs for future microprocessors.
is book first provides a brief introduction to this emerging technology, and then presents a
variety of approaches to designing future 3D microprocessor systems, by leveraging the benefits
of low latency, high bandwidth, and heterogeneous integration capability which are offered by
3D technology.
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emerging technology, die-stacking, 3D integrated circuits, memory architecture,
heterogeneous integration
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Preface
ree-dimensional (3D) integration is an emerging technology, where two or more layers of active
devices (e.g., CMOS transistors) are integrated both vertically and horizontally in a single cir-
cuit. With continuous technology scaling, 3D integration is becoming an increasingly attractive
technology in implementing microprocessor systems by offering much lower power consump-
tion, lower interconnect latency, and higher interconnect bandwidth compared to traditional two-
dimensional (2D) circuit integration.

In particular, 3D integration technologies promise at least four major benefits toward future
microprocessor design.

• Reduced interconnect wire length. 3D integration can dramatically reduce interconnect
wire length, especially by reducing global interconnects. is can directly lead to two ben-
efits: improved circuit delay and reduced power consumption. Circuit delay reduction can
be a straightforward effect of the reduced wire length; it can result in substantial system
performance improvement. e power reduction is a result of reduced parasitic capacitance
due to the shorter wire length and incorporating previously off-chip signals to be on-chip;
it can lead to less heat generation and extended battery life.

• Improved memory bandwidth. 3D integration can improve memory bandwidth by an or-
der of magnitude, because the number of interconnects between processor and the memory
is no longer constrained by off-chip pin counts. In the era of big data and multithreading,
applications adopt large memory working sets and multiple threads that simultaneously ac-
cess the memory. Today, memory bandwidth is a fundamental performance bottleneck. 3D
integration can be a critical technology in overcoming the memory bandwidth issue.

• Enabling heterogeneous integration. 3D integration enables heterogeneous integration,
because circuit layers can be implemented with different and incompatible process tech-
nologies. Such heterogeneous integration can lead to novel architecture designs. For ex-
ample, various incompatible memory technologies, such as SRAM, spin-transfer torque
RAM (STT-RAM), and resistive RAM (ReRAM), can be integrated in a single processor
chip to form a hybrid cache hierarchy [1].

• Enabling smaller form factor. 3D integration enables a much smaller form factor compared
to traditional 2D integration technologies. Due to the addition of a third dimension to
conventional 2D layout, it leads to a higher packing density and smaller footprint. is
potentially leads to processor designs with lower cost.
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Both academia and the semiconductor industry are actively pursuing this technology by de-
veloping efficient architectures in a variety of forms. From the industry prospective, 3D integrated
memory is envisioned to become pervasive in the near future. Intel’s Xeon Phi processors will de-
liver with 3D integrated DRAMs in 2016 [2]. NVIDIA announced that 3D integrated memory
will be adopted in their new GPU products in 2016 [3]. AMD plans to ship high-bandwidth
memory (HBM) with their GPU products and heterogeneous system architecture (HSA)-based
CPUs in 2015 [4]. From the academia prospective, comprehensive studies have been performed
across all aspects of microprocessor architecture design by employing 3D integration technolo-
gies, such as 3D stacked processor core and cache architectures, 3D integrated memory, and 3D
network-on-chip. Furthermore, a large body of research has studied critical issues and opportuni-
ties raised by adopting 3D integration technologies, such as thermal issues which are imposed by
dense integration of active electronic devices, cost issues which are incurred by extra process and
increased die area, and the opportunity in designing cost-effective microprocessor architectures.

is book provides a detailed introduction to architecture design with 3D integration tech-
nologies. e book will start with presenting the background of 3D integration technologies
(Chapter 1), followed by a detailed analysis of the benefits offered by these technologies includ-
ing low latency, high bandwidth, heterogeneous integration capability, and cost efficiency (Chap-
ter 2). en, it will review various approaches to designing future 3D integrated microprocessors
by leveraging the benefits of 3D integration (Chapter 3 through Chapter 6). ese approaches
cover all levels of microprocessor systems, including processor cores, caches, main memory, and
on-chip network. Furthermore, this book discusses thermal issues raised by 3D integration and
presents recently proposed thermal-aware architecture designs (Chapter 7). Finally, this book
presents a comprehensive cost model which is built based on detailed cost analysis for fabricating
3D integrated microprocessors (Chapter 8). By utilizing the cost model, the book presents and
compares cost-effective microprocessor design strategies.

While this book mostly focuses on designing high-performance processors, the concepts
and techniques can also be applied to other market segments such as embedded processors and
exascale high-performance computing (HPC) systems.

e target audiences for this book are students, researchers, and engineers in IC design and
computer architecture, who are interested in leveraging the benefits of 3D integration for their
designs and research.

Yuan Xie and Jishen Zhao
June 2015
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