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ABSTRACT

Outlier-contaminated data is a fact of life in computer vision. For computer vision applications
to perform reliably and accurately in practical settings, the processing of the input data must be
conducted in a robust manner. In this context, the maximum consensus robust criterion plays a
critical role by allowing the quantity of interest to be estimated from noisy and outlier-prone visual
measurements. The maximum consensus proélem refers to the problern of optimizing the quantity
of interest according to the maximum consensus criterion. This book provides an overview of
the algorithms for performing this optimization. The emphasis is on the basic operation or “in-
ner workings” of the algorithms, and on their mathematical characteristics in terms of optimality
and eficiency. The applicability of the techniques to common computer vision tasks is also high-
lighted. By collecting existing techniques in a single article, this book aims to trigger further
developments in this theoretically interesting and practically important area.
For updates, errata, demo programs, and other information, please visit:

http://cs.adelaide.edu.au/~tjchin/maxcon/

We welcome contributions to the errata list.
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Always try the problem that matters most to you.

Andrew Wiles
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Preface

'The book is organized into four chapters. The first chapter is primarily concerned with defining
the maximum consensus problem as an optimization problem, and what is meant by the term
“solution.” An outline of the computational hardness of the problem is also given. This sets up
the kinds of algorithms and efficiencies that one can realistically expect, with respect to theoretical
complexity limitations.

'The second chapter describes approximate algorithms for maximum consensus. These in-
clude the popular randomized sample-and-test heuristics, as well as more recent algorithms that
employ some form of convex optimization as a subroutine. A large part of Chapter 2 is devoted to
Chebyshev approximation (£s minimization) and linear program (LP)-type problems. Though
they seem tangential to robust fitting or maximum consensus at the onset, these topics provide
a consistent mathematical framework to talk about maximum consensus estimation for a useful
class of nonlinear models.

'The third chapter describes exact algorithms for maximum consensus. The fundamental in-
tractability of maximum consensus means that all exact algorithms conduct some form of search.
Thus, in a nutshell, Chapter 3 is about how to conduct the search efficiently (as least more ef-
ficiently than brute-force search). To this end, the underlying geometric structure of the model
plays a crucial role, and it is thus given attention in the chapter.

'The fourth chapter is about a relatively new idea in maximum consensus optimization—
preprocessing, or data reduction. Different from a simple culling of input data, the preprocessing
must preserve the optimal solution in the original input data. This implies retaining the maximum
consensus set and removing only true outliers. How to efficiently identify true outliers and remove
them is the main topic in this chapter.

'The intention of this book is 7of to propose the “best-performing method”—such an en-
deavor should be carried out via comprehensive benchmarking, taking into account the require-
ments of the specific application (available time budget, desired repeatability of estimates, min-
imum solution quality, etc.) and the expected variability in the data. The main aim of this book
is to explore the underlying concepts of the various algorithms and to establish properties related
to efficiency and optimality. In some sections, however, sample results and brief comparisons are
provided to illustrate the operation of the method.

Tat-Jun Chin and David Suter
February 2017
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