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ABSTRACT
After a slow incubation period of nearly 15 years, a large and growing number of organizations 
now have one or more projects using the Semantic Web stack of technologies. The Web Ontology 
Language (OWL) is an essential ingredient in this stack, and the need for ontologists is increasing 
faster than the number and variety of available resources for learning OWL. This is especially true 
for the primary target audience for this book: modelers who want to build OWL ontologies for 
practical use in enterprise and government settings. The purpose of this book is to speed up the 
process of learning and mastering OWL. To that end, the focus is on the 30% of OWL that gets 
used 90% of the time. 

Others who may benefit from this book include technically oriented managers, semantic 
technology developers, undergraduate and post-graduate students, and finally, instructors looking 
for new ways to explain OWL.

The book unfolds in a spiral manner, starting with the core ideas. Each subsequent cycle 
reinforces and expands on what has been learned in prior cycles and introduces new related ideas.

Part 1 is a cook’s tour of ontology and OWL, giving an informal overview of what things 
need to be said to build an ontology, followed by a detailed look at how to say them in OWL. This 
is illustrated using a healthcare example. Part 1 concludes with an explanation of some foundational 
ideas about meaning and semantics to prepare the reader for subsequent chapters.

Part 2 goes into depth on properties and classes, which are the core of OWL. There are 
detailed descriptions of the main constructs that you are likely to need in every day modeling, in-
cluding what inferences are sanctioned. Each is illustrated with real-world examples.

Part 3 explains and illustrates how to put OWL into practice, using examples in healthcare, 
collateral, and financial transactions. A small ontology is described for each, along with some key 
inferences. Key limitations of OWL are identified, along with possible workarounds. The final 
chapter gives a variety of practical tips and guidelines to send the reader on their way.

KEYWORDS
OWL, ontology engineering, data modeling, conceptual modeling, Semantic Web, knowledge 
graph, enterprise ontology, semantic technology, semantics, reuse, modularity, metadata, resource 
description framework (RDF), RDF Schema, triples, description logic, knowledge representation
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Foreword by Dave McComb

THE WORLD NEEDS THIS BOOK
The Semantic Web launched in 2001 with Tim Berners-Lee’s article in Scientific American. By 2004, 
the W3C had finalized the standardization of the OWL language for modeling ontologies. OWL 
and the related standards RDF and RDFS enjoyed a brief period of interest, perhaps even hype, in 
2007–2009. The interest was short lived. 

There were two related reasons that early adopters abandoned the Semantic Web: (1) it was 
perceived as being too complicated and (2) practitioners didn’t understand it. 

The “too complicated” rap was partly due to the fact that it is a fairly complex spec, but it was 
reinforced by the many books, articles, and tutorials that came out at the time. It almost seemed as 
if the authors intentionally wanted to encourage the perception of a high priesthood, only able to 
be fathomed by the chosen few. 

The “didn’t understand it” rap was partly due to the complexity, but persisted because de-
velopers and modelers tried to recreate the style of model they were comfortable with. Developers 
build object-oriented-looking ontologies, and relational database modelers built ontologies that 
looked a lot like the ER models they were familiar with. Each group was disappointed when they 
couldn’t implement simple constraints, and were frustrated when they finally came up against the 
“open world assumption.”

This is unfortunate because what we have found in the intervening decade is that this mod-
eling language and the technologies that come along with it are the best bet for reversing the siloed 
mess that most large enterprises deal with on a daily basis. 

What Michael has done here is to create a shallow end of this swimming pool. This is a 
gentle introduction that anyone, even those with the least background in technology or modeling, 
can easily follow. He introduces and thoroughly explains the 30% of the OWL spec that practicing 
ontologists use on an everyday basis. He does this without glossing over the things that make OWL 
and Semantics so special. 

Coming away from this book, you will understand the special place that OWL should 
have in your enterprise datascape. You will understand how OWL fits in with other standards 
and technologies. You will appreciate how it can simplify your enterprise ontology like no other 
technology can.
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Michael is uniquely suited for the task of writing this book. His Ph.D. was in Artificial In-
telligence, specializing in ontology-driven development of ecological simulation software. He was 
a very early builder and user of ontologies. 

After leaving academia he worked in industry designing and applying ontologies for Boeing 
and Reinvent. He joined Semantic Arts in 2010. In that time he has designed over ten enterprise 
ontologies and has taught hundreds of budding ontologists in the subtleties of this technology. 

This combination of theoretical background coupled with pragmatic experience is, to the best 
of my knowledge, unequaled. 

It has been a pleasure working with Michael at Semantic Arts these seven-plus years. 
Enjoy this book, and welcome to the next generation of enterprise information systems! 

Dave McComb
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Foreword by Mark A. Musen

ONTOLOGIES ARE EVERYWHERE
We can’t order merchandize online, stream a movie, search the Web, or access social media without 
interacting with software that uses ontologies. Most of the software that surrounds us and that we 
often take for granted has at its core ontologies—almost always taken for granted—that character-
ize the merchandize, the movies, the websites, the users, and everything else that the software needs 
to compute about. Whether they are actually called ontologies, or product catalogs, or knowledge 
graphs, data structures that capture models of the entities in the world with which a system inter-
acts are critical components of modern computing technologies.

But ontologies sure are hard to build. Understanding how the entities in some application 
area might be modeled, how they might interrelate with one another, and how they might be 
captured in software is really difficult. The problem is exacerbated because the standard computer 
language for representing ontologies—OWL—is complex and often nonintuitive. OWL causes 
all kinds of problems for new ontology engineers. In OWL, it’s easy to infer that left is right and 
that up is down, unless you are extremely careful. An OWL ontology that states that an opera is a 
play in which all the words are sung will also classify as an opera a pantomime—a play that has no 
words at all! If you’re not vigilant, OWL might tell you that a gall bladder is a golf club or that a 
toothbrush is a sonnet.

Why do we put up with this nonsense? We use OWL because it has many useful properties 
that allow us to understand the implications of our modeling choices, enabling us to have more 
confidence that we have modeled things correctly. We also use OWL because it has become an 
international standard. Before OWL became a recommendation of the World Wide Web Consor-
tium, there was no prevailing language for encoding ontologies, no easy way to integrate ontologies, 
and few widely used tools for building ontologies. That chaos disappeared with the advent of OWL. 
Standardization simplified many practical aspects of ontology engineering and allowed the ontol-
ogy-development community to share ontology content, ontology-engineering systems, and best 
practices for ontology engineering on a broad scale.

The Protégé ontology editor developed by my group at Stanford University was the first 
widely used tool for building ontologies in OWL, and it remains the only open-source platform 
that supports OWL-based ontology development that is in common use. Over the years, we’ve 
continued to enhance Protégé with additional features that, we believe, help users to deal with 
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many of the complexities of ontology engineering in OWL. But none of these features overcomes 
the basic problem that description logics in general, and OWL in particular, have elements that are 
unintuitive and hard to learn.

I teach about OWL at Stanford, and students who are new to the language always seem to 
end up building ontologies that classify toothbrushes as sonnets, scratching their heads trying to 
figure out why. OWL’s “open world assumption” and its somewhat arcane methods for defining 
the characteristics of the entities in a model are initially hard to grasp. Students are confused that 
language developers would choose to make things so difficult and complicated. They persevere, 
however, because they appreciate the importance of ontology engineering in the development of 
many modern software systems and the critical role that ontologies play in many modern pro-
fessional activities, particularly in the sciences. Students still struggle, both because the syntax is 
difficult and because the implications of their modeling choices are often hard to predict. As an 
instructor, I have been frustrated that there is no easy way to teach students the basic components 
of knowledge modeling in OWL other than to sit them down in front of an ontology editor such 
as Protégé and ask them to represent the essential features of a toothbrush or a golf club. To date, 
all the writings about OWL have come from scientists in the description-logic community whose 
main objectives have been completeness and accuracy rather than pedagogy and understanding. 
The literature is thus one written by experts for experts, leaving novice learners to stare helplessly at 
pages of complex equations and at unpronounceable abbreviations such as SHOIN and SHROIQ, 
always set in ridiculous fonts.

This book is different. It clearly “demystifies” OWL by distilling the language to its very 
basic features and by presenting clear, easy-to-follow examples. The emphasis is on communicating 
clearly the core elements of the language, rather than on expansiveness and logical rigor. This vol-
ume is an important contribution, coming at an important time, as ontologies enter the mainstream 
of software engineering and are no longer in the exclusive domain of highly specialized experts.

This book marks an important transition. At last, there is recognition that ontologies are 
often being constructed in the course of routine software development. It is now apparent that there 
is a need for more traditional software engineers to be able to create ontologies and to render them 
in OWL, the representation language that has now entered standard usage. This is a natural evo-
lution in the trend toward translation of human knowledge into computable forms, enabling new 
technologies to interact with people and to communicate human ideas in novel ways. Most people 
don’t think critically about the ontologies that allow them to find the products that they want 
online or that suggest the content in which they might be interested on social media; their inter-
actions with these ontologies come naturally and implicitly. Similarly, the software engineers who 
build these semantically aware systems should not get hung up on the complexities or enigmatic 
properties of OWL; their work to model and represent ontologies should come just as instinctively. 
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It’s about time that OWL became demystified. The next generation of intelligent software 
systems depends on it.

Mark A. Musen
Palo Alto, California 

FOREWORD
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Preface

WHY OWL?
The current state of information technology in the modern enterprise has been described as a 
“Software Wasteland”.1 There are countless silos where each application has its own database and 
its own database schema with consequent duplication and high costs of integration and change. 
There are a few root causes.

First, there is no mechanism for breaking up a data schema into modules that can be re-pur-
posed and reused across multiple databases. Monolithic data models and the lack of reusability 
increase the cost of change. Second, there is no way to uniquely identify data or schema elements 
globally across databases; this results in high integration costs. Finally, and perhaps most impor-
tantly, there are no widely used technologies and practices for representing the meaning of the 
data and schema elements as they evolve. Conceptual models may exist, but they are rarely kept 
up to date.

After a slow incubation period of nearly 15 years, the modern enterprise is waking up to the 
value of the Semantic Web stack of technologies, which has addressed all 3 of the above root causes.

The meaning of the data in a semantic application is defined using the Web Ontology Lan-
guage (OWL). An OWL ontology is a model that represents the subject matter of the data (e.g., 
healthcare or electrical products) that will reside in triple-store databases that will be used by one 
or more related applications. OWL is built on the Resource Description Framework (RDF) which 
is a knowledge graph language based on triples. The support for globally unique identifiers is baked 
into RDF and thus OWL.

OWL is an essential ingredient in the semantic technology stack 
that continues to grow and evolve.

Leading-edge enterprises are building their own enterprise ontologies and enterprise 
knowledge graphs.2,3 The technology stack includes a graph query language analogous to SQL 
called SPARQL for querying triple stores. More recent additions to the stack include R2RML for 
converting data from relational databases into triples and SHACL for representing constraints and 

1 Software Wasteland by D. McComb, https://technicspub.com/software_wasteland/,
2 Exploiting Linked Data and Knowledge Graphs in Large Organisations http://www.springer.com/us/

book/9783319456522.
3 Linking Enterprise Data. http://www.springer.com/us/book/9781441976642.

https://technicspub.com/software_wasteland/
http://www.springer.com/us/book/9783319456522
http://www.springer.com/us/book/9783319456522
http://www.springer.com/us/book/9781441976642
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other details that are pertinent to specific applications. These are separate important tools for use in 
conjunction with OWL ontologies, and are beyond the scope of this book.

Finally, there are ample industry-scale tools provided by vendors that support these stan-
dards. The time is now to step out of the software wasteland.

WHY THIS BOOK?
It’s not easy to learn OWL on your own, even if you have a Ph.D. in artificial intelligence and 
training in formal logic. I found that out the hard way in 2002, when I was tasked with learning a 
precursor to OWL at a research lab at The Boeing Company. The purpose of this book is to dra-
matically speed up that learning process for others.

In 2010, I joined Semantic Arts as a senior ontology consultant and have been teaching 
OWL and using it to build industrial ontologies for the past seven-plus years. As few as five years 
ago, one of our clients told us not to use the “O” word (ontology)—because it would scare people. 
Back then, hardly anyone in a typical enterprise knew much about ontology, and there were few if 
any projects going on. That has dramatically changed in the past five years.

The need for ontologists is growing faster than the number and variety of available resources 
for learning OWL, especially from an industry perspective. This book differs from others available 
at the time of writing in that it is focused primarily on the needs of the modeler in an industrial 
context. I take a demand-pull approach, only introducing an OWL construct when the need for it 
arises to meet a modeling need. I focus on the 30% of OWL that gets used 90% of the time. Finally, 
I use examples from real-world industrial ontologies created in my day-to-day work.

The material in the first two chapters of this book has been presented five times in the past 
four years as a half-day tutorial. Venues included the Semantic Technology Conference, Interna-
tional Semantic Web Conference, Semantic Technology for Intelligence, Defense and Security, 
Data Architecture Summit, and Enterprise Data World. Some of the material has been folded into 
the Designing and Building Business Ontology class that I co-teach for Semantic Arts. The success 
I had with this material inspired me to expand it into a book.

TARGET AUDIENCE
This book is a gentle but thorough introduction to the most important parts of OWL. The only pre-
requisites for this book are an interest in modeling and a knack for thinking logically. The primary 
audience consists of modelers who want to build OWL ontologies for practical use in enterprise 
and government settings. For them, I drive most of the learning from real-world examples and 
avoid unnecessarily technical language. Secondary target audiences include the following.
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• Intermediate to expert modelers in any setting having some familiarity with OWL who 
wish to deepen their understanding and see things from a fresh perspective.

• Technically oriented managers who want to know about ontology and OWL to better 
interact with their technical people.

• Undergraduates and post-graduates who want to understand OWL from a practical 
enterprise perspective.

• Instructors who are looking for new ways to explain OWL.

• Semantic technology developers who want a better understanding of the OWL ontolo-
gies that they code to.

OVERVIEW OF THIS BOOK
The book unfolds in a spiral manner. In the first cycle, I describe the core ideas. Each subsequent 
cycle reinforces and expands on what has been learned in prior cycles and introduces new related 
ideas. The book is divided into three parts.

Part 1: Introducing OWL

This is a cook’s tour of ontology and OWL, giving an informal overview of what things need to be 
said to build an ontology, followed by a detailed look at how to say them in OWL. This is illustrated 
using a healthcare example. I conclude by explaining some foundational ideas about meaning and 
semantics to prepare for going deeper in the next section.

Part 2: Going into Depth: Properties, Classes, and Inference

Everything to do with building an OWL ontology revolves around properties and classes. I give 
detailed descriptions of the main constructs that you are likely to need in everyday modeling, in-
cluding what inferences are sanctioned.

Part 3: Using OWL in Practice 

Using examples in healthcare, collateral, and financial transactions, we put into practice what we 
have learned so far. For each, I describe a model and show some inferences. Next, I identify some 
key limitations of OWL and possible workarounds. I conclude with a variety of practical tips and 
guidelines to send you on your way.
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STYLE
Per common practice, most of this book is written using the editorial “we.” At times, “we” will refer 
to the collective shared views and experiences of myself and my ontologist colleagues. “I” is used to 
express a personal perspective that may not be shared by my colleagues.

EXERCISES
In a number of places throughout the book you will find exercises.  Answers may be found in Ap-
pendix A.4.
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