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ABSTRACT

Large-scale data analytics using machine learning (ML) underpins many modern data-driven
applications. ML systems provide means of specifying and executing these ML workloads in
an efficient and scalable manner. Data management is at the heart of many ML systems due to
data-driven application characteristics, data-centric workload characteristics, and system archi-
tectures inspired by classical data management techniques.

In this book, we follow this data-centric view of ML systems and aim to provide a com-
prehensive overview of data management in ML systems for the end-to-end data science or ML
lifecycle. We review multiple interconnected lines of work: (1) ML support in database (DB)
systems, (2) DB-inspired ML systems, and (3) ML lifecycle systems. Covered topics include:
in-database analytics via query generation and user-defined functions, factorized and statistical-
relational learning; optimizing compilers for ML workloads; execution strategies and hardware
accelerators; data access methods such as compression, partitioning and indexing; resource elas-
ticity and cloud markets; as well as systems for data preparation for ML, model selection, model
management, model debugging, and model serving. Given the rapidly evolving field, we strive
for a balance between an up-to-date survey of ML systems, an overview of the underlying con-
cepts and techniques, as well as pointers to open research questions. Hence, this book might
serve as a starting point for both systems researchers and developers.

KEYWORDS

ML systems, data management, data science, ML lifecycle, ML training, ML serv-
ing, in-database analytics, linear algebra, optimizing compilers, distributed machine
learning, hardware accelerators, data access methods, resource elasticity, data clean-
ing, model management, benchmarking
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Preface

Machine learning (ML) systems can be defined in a narrow or broad sense. First, there is a variety
of ML applications like classification, regression, and clustering algorithms, as well as other tasks
of the entire knowledge discovery or data science lifecycle. In a narrow sense, an ML system is
simply the software system that executes these ML applications. Second, these software systems
employ and extend techniques from multiple research communities. This includes: (1) compila-
tion techniques from high performance computing (HPC), programming language compilers,
and query compilation; (2) runtime techniques—for execution and data access—from database
systems, operating systems, and distributed systems; as well as (3) hardware accelerators from
computer architecture. Thus, in a broad sense, an ML system comprises the ML applications as
well as the entire software and hardware system and its infrastructure.

'The data management community and related fields have been working for over a decade
on challenging ML workloads and dedicated ML systems. In modern ML systems, data man-
agement is central because: (1) ML applications benefit from high-quality and high-quantity
input data; (2) data access is often a performance bottleneck whose repetitive workload char-
acteristics can be optimized via classic data management techniques; and (3) common system
architectures range from ML in database (DB) systems, through DB-inspired ML systems, to
ML lifecycle systems. Especially in the last few years, many new ML systems have been intro-
duced. These systems cover a range of very different architectures but also employ a number of
common concepts and techniques. This rapidly evolving field, many discussions with team mem-
bers from emerging systems, as well as our own experience with building such ML systems—Ilike
RIOT, SystemML, Bismarck, Cumulon, Columbus, Hamlet, and Morpheus—inspired us to give an
overview of systems and techniques as well as research challenges and opportunities in the form
of a SIGMOD 2017 tutorial.

'The goal of this book is to expand on that effort by systematically structuring the up-to-
date literature on ML systems and by providing an overview of the underlying techniques. In
detail, we aim to survey the major categories of ML systems, as well as their key concepts and
techniques at different levels of the system stack from programming model, through compila-
tion and optimization, to runtime backends. The survey also includes orthogonal aspects such
as resource elasticity and different tasks in the ML lifecycle. We hope this structure will also
foster a discussion on common system architectures and components of ML systems. Such a
consolidation of terminology and concepts could help systems researchers and developers alike
to avoid inevitable redundancy when building end-to-end systems, identify baselines and re-
search opportunities, and adopt recent advances of the field. Finally, the material of this book
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might also serve as the basis for advanced courses on the architecture and implementation of
ML systems at undergraduate or graduate level.

Matthias Boehm, Arun Kumar, and Jun Yang
February 2019
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