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ABSTRACT
Plan recognition, activity recognition, and goal recognition all involve making inferences about 
other actors based on observations of their interactions with the environment and other agents. 
This synergistic a rea of research combines, unites, and makes use of t echniques and research 
from a wide range of areas including user modeling, machine vision, automated planning, in-
telligent user interfaces, human-computer interaction, autonomous and multi-agent systems, 
natural language understanding, and machine learning. It plays a crucial role in a wide variety of 
applications including assistive technology, software assistants, computer and network security, 
human-robot collaboration, natural language processing, video games, and many more.

This wide range of applications and disciplines has produced a  wealth of ideas, models, 
tools, and results in the recognition literature. However, it has also contributed to fragmenta-
tion in the field, with researchers publishing relevant results in a wide spectrum of journals and 
conferences.

This book seeks to address this fragmentation by providing a high-level introduction and 
historical overview of the plan and goal recognition literature. It provides a description of the 
core elements that comprise these recognition problems and practical advice for modeling them. 
In particular, we define and distinguish the different recognition tasks. We formalize the major 
approaches to modeling these problems using a single motivating example. Finally, we describe 
a number of state-of-the-art systems and their extensions, future challenges, and some potential 
applications.

KEYWORDS
plan recognition, goal recognition, activity recognition, behavior recognition, intent
recognition, temporal pattern recognition, reasoning under uncertainty, human–AI
collaboration, multi-agent systems, symbolic reasoning
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Preface
This book is based on a tutorial presented by the authors at the 2019AAAI conference inHawaii.
The wish to create the tutorial came up after the authors had been co-chairing the Plan Activity
and Intent (PAIR) workshop at AAAI since 2017. The PAIR workshop, initially named Mod-
eling Others from Observations (MOO), has been taking place at different venues since 2004.
Every year, it attracts and brings together researchers from diverse backgrounds and disciplines.

Our experience as co-chairs helped us appreciate the increasing interest in plan and goal
recognition. However, it also highlighted the lack of a shared vocabulary and terminology to
connect the different lines of work. Our intention for the tutorial and this book is to bridge
the gap that exists between different threads of research in the field. We do this by providing
an overview of past and state-of-the-art model-based plan and goal recognition literature, by
specifying a formalization of the elements of the problem, and by describing a set of practical
tools for evaluating and investigating a new recognition problem.

The book is organized into five chapters. Chapter 1 is an introduction to plan and goal
recognition and an overview of key past works in the area. Chapter 2 provides a unified recipe
for defining a recognition problem, and provides guidelines for choosing an approach for a given
recognition task. In Chapter 3, we formalize goal and plan recognition. Chapter 4 describes a
variety of state-of-the-art approaches to recognition and suggests ways to extend existing sym-
bolic plan and goal recognition tools. Finally, Chapter 5 highlights possible directions for future
work. In all of these chapters we provide references an interested reader can use to continue the
exploration of this research space.

We hope this book will enable and encourage researchers to read more widely past work
and to build on its lessons to advance plan and goal recognition research. To paraphrase Sir Isaac
Newton, our research field truly has been built on the shoulders of giants.

Reuth Mirsky, Sarah Keren, and Christopher Geib
January 2021
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