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Abstract 

The automated quantification of the left ventricular 

(LV) volume on MRI is a crucial step for cardiac disease 

diagnosis. In recent years, deep learning (DL) technology 

has been widely used in the field of ventricle 

quantification and achieves relatively higher 

quantification accuracy. However, the LV volume 

quantification is still a challenging task, mainly because 

of limited labelled data. Hence, this study aims to propose 

an innovative approach to achieve accurate LV volume 

estimation based on limited labelled data.. The proposed 

method is three-fold: (1) For the first time, we proposed a 

self-supervised framework to model the significant spatio-

temporal correlation information of adjacent slices from 

CMR images. (2) We designed a deep learning network 

based on spatio-temporal ranking loss to achieve self-

supervised training utilizing large-scale unlabelled CMR 

data. (3) An iterative optimization strategy was developed 

to achieve efficient model optimization. The deep learning 

network was trained and validated on cardiac MRI 

datasets from MICCAI 2012 LV segmentation challenge 

including 100 patients (50 training patients and 50 test 

patients). 

 

1. Introduction 

The cardiac disease is the leading killer of human 

beings. The left ventricle (LV) function is critical to the 

heart. Hence, automated LV quantification task gets more 

and more attention in recent years [1-4]. What’s more, 

considering the strong feature representation ability, most 

of the recent methods are based on deep learning 

technology.  

The LV volume (LVV) is an important index for 

cardiac disease diagnosis. Most of the LV function 

quantification studies focus on addressing automated 

LVV estimation problem. Based on accurate LVV index, 

the eject fraction (EF) can be got naturally, which is 

crucial for accurate cardiac disease diagnosis. 

Before 2014, the image segmentation technology is 

always used for addressing LVV estimation problem. The 

LV segmentation technology can be classified as four 

kinds: active contour model, atlas-based segmentation 

method, and the method based on deep learning [5]. 

However, segmentation-based technology is a two-stage 

volume estimation method. The accurate volume 

estimation relies on accuracy segmentation. But 

automated and accurate segmentation is still an unsolved 

problem. Hence, some researchers try to develop a fully 

new volume estimation method (i.e., direct volume 

estimation method).  

After 2014, Zhen et al. proposed a direct ventricle 

volume estimation method based on regression forests 

method [6]. Inspired by the good feature representation 

ability of deep learning technology, Zhen et al further 

combined the multi-scale deep networks and regression 

forests into a unified framework to achieve direct 

ventricle volume estimation [7]. Wang et al proposed an 

direct ventricle volume framework using the Bayesian 

estimation method [8], which is the first direct volume 

estimation method based on traditional statistical learning 

method. Li et al. proposed four-chamber volume 

estimation method by multi-task regression method [9, 

10]. Luo et al. present a new data input style based on 

multi-view combination deep convolutional network to 

achieve good ventricle volume estimation [2, 11]. [2] also 

shows the potential of LV volume estimation based on a 

single slice or small number of slices. 

Though a large number of methods were proposed to 

address LVV estimation problem on CMR image, it is 

still an open challenge, due to the limited labelled CMR 

images. To our best knowledge, the state-of-the-art deep 

learning methods still rely on large numbers of labelled 

training data. Manually labelling large number of training 

data is time-consuming. Hence, how to achieve good 

quantification performance without relying on large 
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number of labelled training data is an important problem 

urgently to be solved. In this paper, utilizing the spatio-

temporal correlation information of adjacent slices from 

CMR images, we proposed self-supervised deep learning 

framework to address automated LV volume estimation 

problem. This framework may be insightful and can be 

extended to other medical image analysis task. Besides, 

we conducted related experiments on the large scale CMR 

dataset (i.e., MICCAI 2012 LVSC) [12]. The results show 

that the proposed method has potential to be further 

studied to address deep learning task based on limited 

data. 

2. Methods 

2.1. Data Selection 

We selected the short-axis CMR image series as the 

input of the proposed framework. The CMR image 

preprocessing procedure follows our previous research in 

[2]. The CMR image series include spatial image series 

and temporal image series. The spatial image series are 

shown as following: 

1, , 2, , , , ,, , , , , ,N N i N M NS A A A A                  (1) 

where Ai,N denotes the spatial ranked slices on moment N, 

and i denotes spatial slice index. The temporal image 

series are shown as following: 

,1, ,2, , , ,, , , , , ,M M M j M NT A A A A                  (2) 

where AM,j denotes the temporal ranked slices on location 

M, and j denotes temporal slice index.  

 

2.2. Network Structure 

As shown in Figure 1, the proposed framework 

includes four parts: The data selection module, the shared 

encoder network (The detailed structure is similar to 

VGG16 [13]), the multi-task output module for ranking 

and LVV estimation, and the optimization module with 

spatio-temporal self-supervised ranking loss and volume 

estimation loss. Specifically, the proposed framework is 

two-path network based on weight-shared backbone 

network. One can think that such an shared backbone 

network as two-path network structure in the stage of 

forward propagation, and think that the weights of 

network are optimized jointly in the stage of 

backpropagation.  

We divided the proposed framework into two tasks, 

i.e., ranking task (Task A) and volume estimation task 

(Task B). In the stage of forward propagation, the spatial 

image series S and the temporal image series T are 

disorganized and used as the input of task A, and the 

spatial image series S is used as the input of task B. The 

two kinds of loss functions (i.e., Self-supervised rank loss 

and volume error loss) are used to optimize the shared 

weights based on Task A and Task B respectively. 

Inspired by the fact that a subject’s CMR image 

sequences are ordered naturally, we proposed a novel 

spatio-temporal self-supervised ranking loss. In space, the 

CMR image sequences are ranked from base to apex on a 

ventricle geometry model. In the time order, the CMR 

image sequences are ranked from end-diastole (ED) to 

end-systole (ES). Hence, the self-supervised ranking loss 

is modeled as: 

e t e tSRL S S T T                     (3) 

where SRL denotes the self-supervised ranking loss, Se 

denotes the estimated ranking vector in space order, St 

denotes the ground truth ranking vector in space order, Te 

denotes the estimated ranking vector in the time order, 

and Tt denotes the ground truth ranking vector in the time 

order. The volume estimation loss is modeled as: 

e tVEL V V                               (4) 

where VEL denotes the volume estimation loss, Ve 

denotes the estimated volume, and Vt denotes the ground 

truth ground truth volume. 

2.3. Model Optimization 

We proposed the two optimization strategies (i.e., 

iterative optimization pattern (IOP) and joint optimization 

pattern (JOP)) to achieve effective model optimization. 

As shown in Algorithm 1, the IOP is achieved through 

 
Figure 1. The framework of the proposed method 
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iteratively computing the SRL and VEL based on series 

<T,S> and series <S> respectively. As shown in 

Algorithm 2, the JOP is achieved through jointly 

computing the SRL and VEL based on series <T,S> and 

series <S> respectively. Finally, the shared weights of 

network are updated through backpropagation algorithm. 

Algorithm 1:IOP 

Input: CMR image series T and S; 

Initializing parameters including N, MaxIterations  

For i=1 to N do: 

  If M< MaxIterations then: 

      Computing the SRL based on image series T and S 

      Update network through backpropagation algorithm 

  End 

  Else 

      Termination of training 

  End 

  M=M+1 

End 

M=0 

For i=1 to N do: 

  If M< MaxIterations then: 

      Computing the VEL based on image series S 

      Update network through backpropagation algorithm 

  End 

  Else 

      Termination of training 

  End 

  M=M+1 

End 

 

Algorithm 2:JOP 

Input: CMR image series T and S; 

Initializing parameters including N, MaxIterations  

For i=1 to N do: 

  If M< MaxIterations then: 

      Computing the SRL based on image series T and S 

      Computing the VEL based on image series S 

      Update network through backpropagation algorithm 

  End 

  Else 

      Termination of training 

  End 

  M=M+1 

End 

 

3. Results and Discussion 

3.1. Metrics 

The proposed method was evaluated by the widely 

used criterion in the LVV estimation field, including 

correlation coefficient (R), mean absolute errors (MAE) ± 

the standard deviation (SD) [2]. 

 

3.2. Environment of Experiments 

We conducted the experiments in Keras deep learning 

framework [14], which is widely used for building a deep 

learning application. The workstation’s configurations are 

3.3GHz Core i5 CPU, 128GB RAM, Nvidia 1080 Ti 

(11GB memories). The MaxIteration is set as 10000, and 

the number of training subjects is 100, and the Gaussian 

weight initializations are used to achieve the good 

initialization of the proposed framework. We divided the 

MICCAI 2012 LVSC data [12] into 100 subjects for 

training, 50 subjects for validation, and 50 subjects for 

testing. 

 

3.3. Prediction Accuracy 

The LVV estimation performance and the clinical 

correlation coefficient index has been shown in the Table 

1. Compared with the state-of-the-art LVV estimation 

methods, the proposed method achieves the relatively 

better estimation accuracy in the aspect of End-diastole 

(ED) volume and End-systole (ES) volume. Additionally, 

the models trained by two training patterns have different 

performance. IOP has better LVV estimation accuracy on 

ES phase, and JOP has better LVV estimation accuracy 

on ED phase. This result also proves that the proposed 

method can utilize the inherent ranking relationship 

between adjacent CMR frames on spatial dimension and 

temporal dimension to generate more robust and accurate 

LVV estimation results. 

4. Conclusion 

In the paper, we proposed a novel spatio-temporal self-

supervised deep learning framework to address the LV 

volume estimation problem. It introduces the spatio-

temporal self-supervised relationship into end-to-end LV 

volume estimation framework though a novel self-

supervised loss for the first time. This framework can use 

the spatio-temporal self-supervised ranking relationship 

between adjacent CMR slices to improve good accuracy 

and robustness on volume estimation results. The 

experiment results on the open accessible CMR datasets 

Table1. The comparison with the state-of-the-art 

methods among different training pattern on volume 

index quantification performance. 

Method 
LV_ED LV_ES 

R MAE (ml) R MAE (ml) 

IOP 0.83 10.1±5.2 0.93 8.5±2.5 

JOP 0.92 9.5±3.2 0.92 9.1±3.2 

[2] 0.92 14.4±5.5 0.93 10.2±7.2 

[7] 0.85 15.6±5.2 0.9 13.3±4.5 

[8] 0.9 12.3±7.7 0.88 14.1±3.9 
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prove the proposed method has the big potential to be 

extended into wider application field in the clinical 

cardiac disease diagnosis. 
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