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Abstract

Cardiovascular disease is one of the major diseases
that threaten human health. Electrocardiogram (ECG)
signal is an important indicator for the diagnosis of
cardiovascular disease. Accurate analysis of ECG plays a
key role in the diagnosis of cardiovascular disease.
Underdeveloped areas have always been a high-risk area
for cardiovascular disease and there are few doctors for
diagnosing cardiovascular disease. One solution is using
a telemedicine system for disease diagnosis. However, the
quality of the ECG signal collected is not necessarily
reliable and may impact diagnosis. In order to solve the
problem, we have studied various methods for assessing
the quality of ECG signals. In the paper, we analyzed the
12-lead ECG data provided by PhysioNet and selected
two features of the time domain: the number of R peaks
and the amplitude difference. These two features were
extracted from the ECG data to form a matrix of 24
features. We trained the classification model with the
feature matrix and achieved a classification accuracy of
95.80% on the test set. Experimental results demonstrated
that the proposed Adaboost algorithm had advantages in
accuracy compared with other algorithms for solving
ECG quality assessment problems.

1. Introduction

Cardiovascular disease is the leading cause of death in
world according to the World Health Organization [1].
Electrocardiogram (ECG) signal is the most effective
monitoring indicator for cardiovascular disease. However,
the amplitude of ECG signal only ranges from 0.1 mV to
5 mV [2] and there are various disturbances in the
acquisition of ECG signals [3]. Some common noise
disturbances of ECG signals such as motion artifact may
lead to a particularly poor signal quality. Therefore, the

quality of ECG needs to be assessed.
According to the survey [5], the mortality rate of
cardiovascular disease in rural areas has been much
higher than in cities. Furthermore, cardiovascular disease
mortality rates in poor countries and regions are also
higher than in rich countries and regions. In order to solve
the problem, most of these areas are equipped with some
portable ECG devices to provide ECG detection for
residents. Some systems that provide telemedicine
services have also been developed to address these
conditions. With telemedicine systems, users can send
their ECG data to cardiovascular experts all around the
world to diagnose their condition in real time. However,
due to the lack of professional technicians to operate ECG
equipment, a potential problem is quality control of the
collected signal [4]. If the poor quality signal is submitted
to the doctor for diagnosis, it may cause the doctor to
misdiagnose and waste the medical resources. In order to
solve the problem, many researchers have developed
various quality assessment techniques and have achieved
high accuracy rate in the classification of ECG quality. In
this paper, we tried to improve the accuracy on ECG
quality assessment. Adaboost combines multiple weak
classifiers into a strong classifier and more accurate
classifiers will classify more data. Therefore, Adaboost
has a high accuracy in dealing with classification
problems. ECG quality assessment is essentially a
classification of ECG quality and using adaboost may
yield good results. So we used the proposed Adaboost
algorithm to access ECG quality and successfully
achieved higher accuracy.

2. Methods

2.1. Dataset

In the paper, the ECG dataset comes from the public
available dataset for PhysioNet Computing in Cardiology
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2011. The dataset provides 1500 groups of ECG signal
including training and test. The challenge data are
standard 12-lead ECG recordings (leads I, II, II, aVR,
aVL, aVF, V1, V2, V3, V4, V5 and V6) with full
diagnostic bandwidth (0.05 through 100 Hz) [5]. Each
lead is a 10 second ECG signal with a sampling
frequency of 500 Hz and 16-bit resolution.

2.2. Classifier algorithm

In the paper, we proposed a method for binary
classification of ECG signal quality using Adaboost
algorithm which classifies ECG signals into acceptable
(“1”) and unacceptable (“-1”). Adaboost algorithm is a
kind of boosting and iterative algorithm. The algorithm is
one of the most popular ones for classification [6]. The
core idea of Adaboost algorithm is to train multiple weak
classifiers using the same dataset and then combine these
weak classifiers to form a strong classifier. We used the
default single-layer decision tree as a weak classifier.
Figure 1 illustrates the composition of Adaboost
algorithm.

Figure 1. The schematic diagram of the Adaboost
algorithm.

Left side of Figure 1 is the data set where the width of
the black rectangle represents the different weights of
each sample. C represents weak classifiers. x, y, z
represent the weights of weak classifiers when they are
superimposed.
As shown in Figure 1, give each training sample the

same weight of 1/N (N is the number of the samples)
when a training data set T is given as the input (T={(x1,
y1), (x2, y2)...(xN, yN)}, x is the sample and y is the
given label{1,-1}). The initial weight distribution is given
by Equation 1:
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The Iteration is according to different weight
distributions and the times of iterations is denoted as m,
m=1, 2, 3...M. The final strong classifier is derived from

the following steps:
1) Train the basic classifiers Cm(x) by training data

with a weight distribution of Dm (weak classifier is a
single-layer decision tree).
2) Calculate the classification error rate of Cm(x):
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where function I represents a sample whose statistics are
misclassified. em is the sum of the weights of the
misclassified samples.
3) Calculate the coefficient am of Cm to indicate the

importance of the weak classifier in the strong classifier:
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4) Redistribute the weight distribution of the
sample:
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Zm is to make Dm+1 a probability distribution.
5) Combine weak classifiers into strong classifier:
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The derived strong classifier is the integrated learning
classifier we need. We put the features extracted from the
12-lead ECG signal into the Adaboost classifier as
samples and got the prediction labels.

2.3. Feature selection

We selected two features (the number of R peaks as
feature A and the amplitude difference of the ECG signals
as feature B) as the data for the sample. In fact, since each
lead can extract features with different values, each
sample is equivalent to containing 24 features.
1) Number of R peaks:
The R peaks are the positive peaks of the QRS regions

[7] which reflect the size of the RR interval. Figure 2
depicts a typical ECG signal. The RR interval of the ECG
signal of normal sinus rhythm ranges from 0.6s to 1s so
the number of R peaks for 10 second of ECG ranges from
10 to 20. Certain heart diseases such as atrial fibrillation
[8] can cause the RR interval to be too long and the
number of R peaks to decrease. However, a high quality
ECG signal does not have a large decrease or increase in
the number of R peaks. If this happens, the quality of the
ECG signal can be judged as unacceptable. Figure 2
showed a good quality ECG signal with R peaks marked,
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Figure 3 showed a low-quality ECG signal with R peaks
marked.

Figure 2. Typical high-quality ECG signal and its
corresponding R peaks detected.

Figure 3. Typical low-quality ECG signal and its
corresponding R peaks detected.

2) Amplitude difference of the ECG:
The difference in the amplitude value of the ECG

signal is used to determine whether the lead is off during
the signal acquisition process. The lead-off performance
is characterized by a long-term constant value of the
collected ECG signal. If the lead is detached, it means
that the ECG record is unacceptable. The difference
between the maximum and minimum values of the ECG
signal amplitude reflects the lead-off condition, which we
use as another characteristic indicator.

Differential threshold method [9] was used to find R
peaks. Feature B was obtained from the difference
between the maximum and minimum values of each ECG
records. Then we spliced the values of all the features in a
certain order. The rule is: 12 features of 12 leads per line
and each column is a feature of all ECG signal. This
constituted the feature matrices of the two kinds of
features and finally the two matrices were spliced into
one matrix as the sample.
Our approach is based on the Windows platform and

the results are from MATLAB R2016a. The operating
environment of the algorithm is: 64-bit Windows7

Ultimate, PC CPU is Intel(R) Core(TM) i5-4210M,
2.60GHz, 8G RAM.

3. Results

3.1. Evaluation Index

In our research, we used sensitivity (true negative rate)
and specificity (true positive rate) combined with
accuracy to measure the performance of ECG signal
classification. Sensitivity and specificity are defined by
Equations 6 and 7.
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TP (True Positive) represents the number of the
acceptable ECG records be correctly classified as
acceptable. TN (True Negative) represents the number of
the unacceptable ECG records be correctly classified as
unacceptable. FP (False Positive) represents the number
of the unacceptable ECG records be classified as
acceptable. FN (False Negative) represents the number of
the acceptable ECG records be classified as unacceptable.

3.2. Performance of classifier algorithm

We used 1000 ECG recordings for training and 500
sets of ECG signal data for testing. The performance of
the proposed algorithm applied to ECG quality
assessment was summarized in Table 1.

Table 1. Sensitivity, specificity and accuracy achieved for
training set and testing set of the PhysioNet CinC 2011
dataset.

Index Training set Testing set
TP (number) 772 370
TN (number) 206 109
FP (number) 20 16
FN (number) 2 5
Sensitivity(%) 99.7 98.6
Specificity(%) 91.5 87.2
Accuracy(%) 97.8 95.8

As shown in Table 1, the proposed Adaboost algorithm
correctly classified 978 sets of signals on the training set,
yielding a classification accuracy of 97.8%. On the
testing set, Adaboost correctly classified 370 recordings
as acceptable and 109 recordings as unacceptable,
yielding a classification accuracy of 95.8%. On the
testing set, the sensitivity was 98.6% and the specificity
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was 87.2%.
We had reviewed and compared the research on the

quality assessment of ECG from the same dataset
(PhysioNet) by other researchers in recent years. The
results of the comparison were summarized in Table 2.

Table 2. Comparison with other existing ECG signal
quality classification approaches (Accuracy on PhysioNet
CinC 2011 dataset).

Classification algorithm Accuracy(%)
Adaboost 95.8

QRS detection 93.4
LS-SVM 92.2
KSVM 92.0
Raf 91.0
ORaf 92.0

Multi-feature Fusion 91.6

The accuracy of the six methods was given in table 2.
A research used QRS wave detection to evaluate ECG
signal quality and the accuracy rate reached 93.4% [10].
A paper compared the accuracy of LS-SCM, KSVM, RaF
and ORaF for ECG signal quality classification [11]. The
paper point out that using LS-SVM for classification can
get the highest accuracy of 92.20%, and the
corresponding results of the other three classifiers were
92.0%, 91.0%, 92.0%. A research used a multi-feature
fusion method to evaluate ECG signal quality with a
classification accuracy of 91.6% [12]. In general,
Adaboost has certain advantages in accuracy.

4. Conclusion

Portable ECG signal acquisition equipment provides
protection for cardiovascular health monitoring. It also
brings the problem that non-professionals cannot
recognize the quality of ECG signals. The research is
dedicated to helping non-professional users confirm the
quality of ECG signal and reduce the burden on
cardiovascular disease specialists in hospitals. What’s
more, the research committed to improve the accuracy of
ECG quality assessment.
In this paper, a method for classifying the quality of

ECG signal using Adaboost algorithm was proposed and
higher classification accuracy was obtained. However, the
specificity on the test set was only 87.2% which indicated
the request for improvement in our work. In the future,
we will extract more kinds of features from ECG signal
and increase the number of features in the sample which
is expected to improve the specificity of classification.
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