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Abstract

Chagas disease American trypanosomiasis is caused by
a flagellated parasite: trypanosoma cruzi, transmitted by
an insect of the genus Triatoma and also by blood trans-
fusions. In Latin America the number of infected people
is approximately 6 million, with a population exposed to
the risk of infection of 70 million people. It is our inter-
est to develop a low-cost, non-invasive methodology capa-
ble of describing cardiac dynamics within 24 hours and
thus finding descriptors of dynamics that allow early de-
tection of cardiac abnormality caused by T. cruzi. We an-
alyzed the first and second principal components of the
PCA of the 8 HRV indices of the 24-hour RR records in
patients with ECG abnormalities (CH2), patients without
ECG abnormalities (CH1) who had positive results Sero-
logical findings for Chagas disease and healthy (Control)
matched for sex and age. We found significant differences
(p-value<0.05) between the three groups Control-CH1,
Control-CH2 and CH1-CH2 up to 5 continuous hours in
dynamics between the, using the HRV heart rate vari-
ability indices and the PCA principal component analysis
method, and we also found a lower distance from the mean
dynamics in the Control group (0.020267), then the CH1
group (0.027922) and finally in group CH2 (0.034812).

1. Introduction

In Latin America the number of people infected is ap-
proximately 6 million, with a population exposed to the
risk of infection of 70 million[1]. These estimates explain
why this disease is a serious public health problem in the
countries where it is endemic. In the evolution of Chagas
disease we can distinguish an initial acute phase of infec-
tion and a prolonged intermediate chronic phase, in which
the disease is often clinically silent, and the usual diagnos-
tic techniques do not provide a robust criterion to predict
whether a seropositive asymptomatic patient will suffer
cardiac involvement. During the last twenty years a close
association has been observed between the functioning of
the autonomic nervous system and mortality due to car-
diovascular causes. The experimental evidence that the in-

crease in sympathetic activity or the reduction of parasym-
pathetic disease predict lethal arrhythmias, has generated
the intense search for a method that quantifies the influ-
ence of the autonomic nervous system on the heart. It is
our interest to develop a low-cost non-invasive methodol-
ogy that allows 24-hour descriptor analysis using HRV and
Principal Component Analysis (PCA)

2. Database and Registry

The results of this work were obtained by processing
the electrocardiogram (ECG) and obtaining the RR inter-
val, from three different groups of volunteers. The follow-
ing test: clinical evaluation, serological Machado-Gerreiro
test, chest x-rays, echocardiogram, electrocardiogram and
ambulatory Holter registration (24 hours), classify volun-
teers into three groups: 83 healthy people called Control
group; 102 patients infected with only positive serology
(clinical evaluation, chest x-rays, echocardiogram, electro-
cardiogram and Holter were normal) called CH1 group;
and 107 seropositive patients with incipient cardiac in-
volvement first degree atrioventricular block (BAV), sinus
bradycardia (BS) and or right bundle branch block of the
bundle of His (BRDHH), that were not being treated with
medications, called the CH2 group. All were outpatients,
and informed consent was obtained from all of them. The
ECG signals were recorded at 500 Hz with 12 bits of reso-
lution, a set of 288 framer of 5 minutes was obtained.

3. Methods

We have used the database of the Instituto de Medicina
Tropical (IMT) of the Universidad Central de Venezuela.
For the detection of the QRS complex the program based
on the Pan-Tomkip algorithm[2] was used, then the 288
tachograms of the RRs of 5 minutes were generated, they
were made a post processed the ”ada” filter[3], to eliminate
the eptopic beat, and then 8 HRV indices were obtained:
intervals NN, standard deviation SDNN, square root of
the mean squared differences of successive NN intervals
RMSSD, the number of interval differences of successive
NN intervals greater than 50 ms pNN50, high frequency
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HF, low frequency LF, the ratio LF/ HF and the ultra low
frequency VLF[4].

In figure 1.1 we have the circadian profile of the aver-
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Figure 1. Temporary and Frequency circadian profiles of
the average values of: 1) RR intervals, 2) standard devi-
ation, 3) low frequency LF, 4) very low frequency VLF.
Groups: Control (blue), CH1 (red) and CH2 (black)

age values of the RR intervals of the three groups where in
some frame (hours) there would be a difference between
the three groups, but figures 1.2, 1.3 and 1.4 show circa-
dian profiles of HRV where there is a lot of noise even
though in 1.3 there are some differences especially with
the control group, this may be due to the fact that the ECG
data has noise. Faced with this problem, we propose a
methodology to eliminate noise and extract the most rele-
vant, uncorrelated information, reduce the dimension and
use the 8 HRV indices as a features. For the analysis of
the 8 HRV indices we use the PCA Principal Component
Analysis method[5] that is to say, reduce the dimension
and have an uncorrelated representation. We will mention
some characteristics:
• Intuitively, the technique serves to determine the num-
ber of underlying explanatory factors after a set of data
explaining the variability of said data.
• The PCA seeks the projection according to which the
data is best represented in terms of least squares.
• PCA involves the calculation of the decomposition in
eigenvalues of the covariance matrix, normally after focus-
ing the data on the average of each attribute.
• The calculation of the covariance matrix is based on the
internal or scalar product.
• Limitations: only linearly separable problems
The standard linear PCA algorithm:
• Given a set of observations xi ε RN i = 1, ...mwhich

are centered, Σxi = 0 , The PCA finds the main axes
through the diagonalization of the covariance matrix: C =
1
mΣxjxj

T

• C it is a definite positive matrix, the result of the di-
agonalization leads to eigenvalues non-negative To per-
form the calculation, the equation of eigenvalues is solved:
λν = Cν for non-negative eigenvalues and non-zero
eigenvectors λ ≥ 0 . Replacing : λν = Cν = 1

mΣ <
xj · ν > xj
• Where you can see that all the solutions ν con λ 6= 0
they are in the sub-space generated by x1...xm, therefore
for these solutions the equation of eigenvalues is equivalent
to λ < xi · Cν > ∀i = 1, ...,m:
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Figure 2. First principal components vs second principal
components of the 24 hours. Groups: Control (blue), CH1
(red) and CH2 (black)
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10 -3HRV dynamics from 1 to 6 hours using PCA
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Figure 3. First principal components vs second principal
components of the 24 hours, from 01 al 06 hours, groups:
Control (blue), CH1 (red) and CH2 (black)
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10 -3HRV dynamics from 7 to 12 hours using PCA
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Figure 4. First principal components vs second principal
components of the 24 hours, from 07 to 12 hours, groups:
Control (blue), CH1 (red) and CH2 (black)

4. Results

4.1. PCA analysis

For the PCA analysis we use the average circadian pro-
files and the 8 HRV indices as feature of the three groups:
Control, CH1 and CH2. The covariance matrix was calcu-
lated, then its eigenvalues which were ordered from greater
to less with their respective eigenvectors, the first and sec-
ond eigenvalue will have the greatest variance, that is to
rotate and translate two orthogonal axes in the direction of
greater variance. These axes are called components princi-
pal (PC).
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10 -3HRV dynamics from 13 to 18 hours using PCA
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Figure 5. First principal components vs second principal
components of the 24 hours, from 13 to 18 hours, groups:
Control (blue), CH1 (red) and CH2 (black)
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10 -3HRV dynamics from 19 to 24 hours using PCA
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Figure 6. First principal components vs second principal
components of the 24 hours, from 19 to 24 hours, groups:
Control (blue), CH1 (red) and CH2 (black)

On the first principal component (1st PC) and the sec-
ond principal component (2nd PC) we project the 12 vec-
tors corresponding to each hour of the three groups in such
a way that we will have a representation of the HRV dy-
namics, this we can see in the figure 2 where we have 24
subfigures that correspond to 24 hours and in turn in each
of the 12 points that correspond to every 5 minutes. The
Kruskal Wallis test was used to find significant differences
(p-value<0.05) between groups: Control-CH1, Control-
CH2 and CH1-CH2 in 24 hours. For this, it was carried
out between the 1st CP of the three groups in each hour,
then it was done in the second CP, Table 1 shows the val-
ues of p-value less than <0.05 and with a ”NS” where the
values they are older. It can be seen that it is enough for
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one of the principal components to have p-value<0.05 to
be significantly different. We found significant differences
between the three groups Control-CH1, Control-CH2 and
CH1-CH2 up to 5 continuous hours. We can see that in
the projections of the 1CP: Control-CH1 there are 6 con-
tinuous hours (9 to 14) where they are significantly differ-
ent, also in Control-CH2 there are 4 continuous hours (17
to 20) where they are significantly different and in CH1-
CH2 there are 15 hours where they are significantly differ-
ent. Regarding the projections in 2CP: Control-CH2 there
are 5 continuous hours (9 to 13) where they are signifi-
cantly different, also in CH1-CH2 there are 15 continu-
ous hours (1 to 15) where they are significantly different.
These zones could be used to stratify risk. We calculate the

1 CP 2 CP 1 CP 2 CP 1 CP 2 CP

Hours C-CH1 C-CH1 C-CH2 C-CH2 CH1-CH2 CH1-CH2

1 NS NS 0.0000 0.0284 0.0096 0.0017

2 NS NS 0.01298 0.0096 0.0006 0.0000

3 NS NS NS NS NS 0.00006

4 NS NS NS 0.0145 0.0015 0.0000

5 NS NS NS 0.0001 0.0009 0.0007

6 0.0409 NS NS NS 0.0001 0.0269

7 0.0005 NS NS NS 0.0075 0.0229

8 NS NS NS NS NS 0.0255

9 0.0241 NS NS 0.0070 0.0026 0.0009

10 0.0028 NS NS 0.0000 0.0010 0.0005

11 0.0000 NS NS 0.0001 0.0115 0.0066

12 0.0005 NS 0.0388 0.0000 NS 0.0193

13 0.0001 NS NS 0.0122 NS 0.0205

14 0.0096 NS NS NS 0.0299 0.0034

15 NS 0.0090 NS NS NS 0.0055

16 NS 0.0048 NS NS 0.0075 NS

17 NS NS 0.0154 NS 0.0037 0.0030

18 NS NS 0.0000 NS 0.0070 NS

19 NS NS 0.0026 NS 0.0017 NS

20 NS NS 0.0085 NS NS NS

21 0.0002 NS NS NS NS NS

22 0.0475 NS 0.0004 NS NS NS

23 NS 0.0005 NS NS NS NS

24 NS 0.0037 0.0205 NS 0.0000 0.0000

Table 1. p-value < 0.05 the Kruskal Wallis test

centroid of each group in each hour and see its evolution in
24 hours that would be the descriptors of the dynamics of
each group. We have identified four stages in the dynamic:
from 01 to 06 hours (figure 3), from 07 to 12 (figure 4),
from 13 to 18 hours (figure 5) and from 18 to 24 hours
(figure 6).

Likewise, we calculate the total distance traveled for this
we calculate the distance between each hour using the Eu-
clidean distance for each descriptor in the 24 hours, finding
that the descriptor of the control group was the lowest, then

that of the CH1 group and finally that of the CH2 group,
these results agree with the prediction error [6] where the
group Control had a lower value, then the CH1 group and
the highest was the CH2 group. dControl = 0.020267
dCH1 = 0.027922 dCH2 = 0.034812

5. Discussion and conclusion

We present a new methodology for the analysis of HRV
in patients with chagas disease using the PCA, and intro-
duce the descriptors of the dynamics and a measure is the
distance traveled and that agrees with the results of the pre-
diction error[6], where it would be measured regularity,
that is, the Control group is more regular and this regular-
ity is lost as the disease progresses
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