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Abstract 

    Background: Acute coronary syndrome (ACS) is one of 

the main causes of death worldwide. The 12-lead 

electrocardiogram (ECG) is used to help diagnose ACS, 

along with clinical risk factors (smoking, diabetes mellitus, 

hypertension, hscTn and positive family history of ACS. 

These methods however are associated with many 

limitations resulting in variable sensitivity/specificity. The 

aim of this study was to use a machine learning approach 

to develop an optimum panel of blood protein biomarkers 

capable of independently diagnosing ACS. Methods: A 

hybrid feature selection and ML prediction algorithms 

including two classifiers: 1) decision tree (DT) and 2) 

logistic regression were applied to protein biomarkers 

(327 proteins) collected from patients with ACS n=91 or 

non-ACS n=97. Results: Using this approach, 20 proteins 

out of 327 proteins were able to accurately distinguish 

between ACS and non-ACS (logistic regression ROC-

AUC=0.8 and accuracy=82.5% and DT ROC-AUC=0.6 

and accuracy=64.9%. Conclusion:  Logistic regression 

obtained a higher performance compared to DT and 

showed promising results uncovering a panel of 20 protein 

biomarkers which included those associated with 

progressive atherosclerotic plaques, myocardial injury 

and inflammation. This approach was able to accurately 

discriminate between patients with ACS and non-ACS. 

 

 

1. Introduction 

    Acute coronary syndrome (ACS) refers to a group of 

conditions associated with acute interruption in coronary 

blood flow. Either partial or complete interruption results 

in the development of either unstable angina (UA), or a 

non—ST-segment elevation myocardial infarction 

(NSTEMI), or a ST-segment elevation myocardial 

infarction (STEMI). Plaque rupture within the coronary 

artery in the setting of coronary atherosclerosis is generally 

the mechanism behind ACS and remains to be the primary 

cause of death globally [1]. ACS is a huge burden to 

emergency services costing around the £19 billion 

annually in the NHS [2]. Detection of ACS is highly 

subjective, and its accuracy depends on clinical skills of 

health care professionals. ACS diagnosis relies on the 

clinical history, the 12 lead ECG and elevation in the 

troponin the most widely used serum biomarker. ECG 

remains however to be the cornerstone of diagnosis 

however changes to aid with early diagnosis are frequently 

nonspecific or even absent in around 40% of the patients 

[2]. 

    The inability of the ECG to identify these patients may 

lead to diversion to the wrong clinical pathway and can 

lead to delay in definitive management. The latter can 

ultimately culminate in avoidable mortality. ECG mimics 

of ACS where ST-segment changes are observed occur in 

other cardiac conditions such as pericarditis, myocarditis 

left ventricular hypertrophy, cardiomyopathies and 

channelopathies, adding to the diagnostic dilemma [3-4]. 

    Machine learning (ML) encompasses a wide variety of 

methods whereby artificial intelligence learns to perform 

tasks when exposed to large amounts of data. The 

application of a ML algorithm may expedite management 

and identification of ACS for more accurate diagnosis, 

appropriate signposting to the correct clinical pathway and 

early initiation of appropriate ACS pharmacotherapy [5-

10]. 

The aim of this study was therefore to apply ML on a 
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retrospective dataset from 198 patients who had 367 

plasma protein biomarkers available for analysis. We 

aimed to discover biomarkers that could improve the 

performance of discriminating between ACS and non-

ACS. 

2. Method  

2.1. Data collection 

    The dataset was collected at the cardiac catheterization 

laboratory at Altnagelvin hospital, Northern Ireland.  In the 

dataset, 327 protein biomarkers were acquired from two 

different groups: group 1) acute coronary syndrome (ACS) 

patients (n=91) with ST-elevation myocardial infarction 

(STEMI), non-ST-elevation myocardial infarction 

(NSTEMI) or unstable angina (UA), and group 2) non-

ACS patients (n=97). 

 

2.2. Feature selection 

    A hybrid feature selection approach was applied which 

combines the filter method and the wrapper method to find 

an optimal set of proteins that provide good classification 

results. In the filter method, the 327 proteins were ranked 

from the most important to the least important using joint 

mutual information (JMI) filter in equation 1. Then in the 

wrapper method, the backward elimination method was 

applied on the ranked features to find the final optimal set 

of features. 

𝑓𝑡 = arg max I(𝑥𝑖 ; 𝑦) − [𝛼 ∑ 𝐼(𝑥𝑓𝑘; 𝑥𝑖) −𝑡−1
𝑘=1

𝛽 ∑ 𝐼(𝑥𝑓𝑘; 𝑥𝑖|𝑦)𝑡−1
𝑘=1 ]           (1)  

where x represents features and y represents labels 

In JMI: 𝛼 =
1

𝑡−1
 𝑎𝑛𝑑 𝛽 =

1

𝑡−1
 

 

 

2.3. Classification 

Two machine learning (ML) classifiers were applied 

including 1) decision tree (DT) and 2) logistic regression 

(LOG).   

 

3. Results 

Using feature selection, 20 proteins (including those 

associated with progressive atherosclerotic plaques, 

myocardial injury and inflammation) out of 327 proteins 

were selected to distinguish between ACS and non-ACS 

using logistic regression and DT using 5-fold cross-

validation. While the other 307 proteins were excluded. 

DT obtained 64.9% [95%CI=0.52,0.77] accuracy, 0.59 

[95%CI=0.47,0.72] area under the curve (AUC), 70.4% 

sensitivity and 60.0% specificity. While LOG obtained 

82.5% [95%CI=0.72,0.92] accuracy, 0.89 

[95%CI=0.69,0.9] AUC, 85.2% sensitivity and 80.0% 

specificity. Table 1 below shows the performance of the 

two ML classifiers (DT, LOG).  

Figure 1 presents the confusion matrix of each ML 

classifier.  

 

Table 1. Machine learning classifiers accuracy. 

 

ML ACCURACY AUC SE SP 

DT 64.9% 0.59 70.4% 60.0% 

LOG 82.5% 0.89 85.2% 80.0% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The confusion matrix for DT and 

LOG. Accuracy= (True Positive + True 

Negative)/(True Positive + True Negative+ 

False Positive + False Negative). 

ML: Machine learning, DT: Decision tree, LOG: Logistic 

regression, AUC: Area under the curve, SE: Sensitivity, 

SP: Specificity.   
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DT obtained 0.59 AUC while LOG obtained 0.89 AUC 

as shown in Figure 2. According to the results, LOG 

obtained the best performance compared to DT with 

respect to accuracy, area under the curve (AUC), 

sensitivity and specificity. And there is a significant 

difference between DT and LOG (p<0.03) in term of 

performance. 

 

Figure 2. ROC curve for each ML classifier. DT 

AUC=0.59, LOG AUC=0.89 

 

 

4. Discussion 

This research presents a ML approach that effectively 

distinguishes between ACS and non-ACS patients utilizing 

a panel of 20 proteins, with the potential to improve 

clinical diagnostics of this patient population: 1) ACS 

patients (STEMI, NSTEMI and UA) and 2) non-ACS by 

detecting a group of novel proteins that could improve  

clinical diagnosis. Using the feature selection method JMI, 

we prioritized a group of proteins (n=20) as the most 

important proteins. These proteins have established roles 

in progressive atherosclerotic plaques, myocardial injury 

and inflammation. In ML classifiers, the Logistic 

Regression classifier obtained the best performance to 

discriminate between the aforementioned patients as those 

two groups of patients are overlapped according to 

symptoms using 20 proteins. While previous studies 

obtained 0.81 AUC using LOG to detect ACS without 

feature selection [13], suggesting that the feature selection 

algorithm could improve the ML performance.  

Furthermore, we analyzed a large proteomic dataset, that 

provided the opportunity to assess a wider dataspace and 

to identity additional novel protein biomarkers.   However, 

new ML classifiers and feature selection methods could be 

included in future work to improve the ML performance 

and to improve clinical decision making in cardiac care. 

Furthermore, combing those proteins with ECGs 

biomarkers could also improve the performance. 

 

4. Conclusion 

Here we report that logistic regression shows promising 

results for discriminating between ACS and non-ACS. JMI 

improves LOG performance by reducing the number of 

features to the optimum number which improves accuracy, 

reduces training and testing time and avoids overfitting. 

Based on the ML and feature selection results, future work 

should be carried out to improve the performance by 

increasing the dataset size, including new feature selection 

approaches and using new machine learning classifies such 

as long-short term memory network (LSTM) and deep 

artificial neural networks (ANNs). 
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