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Privacy of Information Sharing Schemes in a Cloud-based Multi-sensor

Estimation Problem

Ehsan Nekouei, Mikael Skoglund and Karl H. Johansson

Abstract— In this paper, we consider a multi-sensor estima-
tion problem wherein each sensor collects noisy information
about its local process, which is only observed by that sensor,
and a common process, which is simultaneously observed by all
sensors. The objective is to assess the privacy level of (the local
process of) each sensor while the common process is estimated
using cloud computing technology. The privacy level of a sensor
is defined as the conditional entropy of its local process given
the shared information with the cloud. Two information sharing
schemes are considered: a local scheme, and a global scheme.
Under the local scheme, each sensor estimates the common
process based on its the measurement and transmits its estimate
to a cloud. Under the global scheme, the cloud receives the sum
of sensors’ measurements. It is shown that, in the local scheme,
the privacy level of each sensor is always above a certain level
which is characterized using Shannon’s mutual information. It
is also proved that this result becomes tight as the number
of sensors increases. We also show that the global scheme is
asymptotically private, i.e., the privacy loss of the global scheme
decreases to zero at the rate of O (1/M) where M is the number
of sensors.

I. INTRODUCTION

A. Motivation

Networked control systems (NCSs) are revolutionizing our

society by enabling invaluable services such as intelligent

transportation, smart grids, and smart energy management

systems. Complex algorithms, e.g., estimation, control and

optimization algorithms, are among the core building blocks

of any NCS, and the successful operation of a NCS heavily

depends on the performance of these algorithms. However,

the algorithms typically demand large amounts of storage

and computational capacities. Cloud computing technology

provides a low cost, reliable, and flexible solution for the

computation and storage requirements of NCSs [1]. For

example, it enables on-demand computational and storage

services and allow the system operator to access the system’s

information at any geographical location. The high degree of

connectivity of NCSs makes them easily adaptable to cloud-

based services.

To perform cloud-based services, the required information

for accomplishing the task has to be shared with an abstract

entity, hereafter, simply called the “cloud”. However, the

information sharing procedure might result in the leakage of

private information. Especially in NCSs, sensors typically

measure multiple correlated processes and some of them

might carry private information. Thus, from the designer’s
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point of view, it is crucial to obtain a deep understanding of

the potential privacy loss due to sharing information with the

cloud. In what follows, by an information sharing scheme

we mean a certain rule which determines how sensors’

measurements are shared with the cloud.

In this paper, we consider a cloud-based multi-sensor

estimation problem and investigate the following research

question: Given an information sharing scheme, to what

extent can the cloud infer about the private information of

the sensors?

B. Contributions

We consider a multi-sensor estimation problem wherein

the measurement of each sensor contains noisy information

about its local random process, only observed by that sensor,

and a common random process, observed by all sensors.

The local process carries private information about the local

environment of that sensor. The common process is estimated

in a cloud using the sensors’ measurements. We study the

leakage of sensors’ private information under two informa-

tion sharing schemes: a local scheme, and a global scheme.

In the local scheme, each sensor first estimates the common

process using its own measurement, and then transmits its

estimate of the common process to the cloud. In the global

scheme, sensors simultaneously transmit their measurements

to the cloud.

Under each scheme, the privacy level of a sensor is defined

as the conditional entropy of its local process given the

received information by the cloud. In the local scheme, a

lower bound on the privacy level of each sensor is derived.

It is shown to depend on the mutual information between

the input and outputs of a certain model (see the discussion

after Lemma 1 for more details). This result indicates that

the privacy level of each sensor, in the local scheme, is

always above a certain level regardless of the number of

sensors. It is shown that the lower bound on the privacy

level of sensors in the local scheme becomes tight as the

number of sensors increases. In addition our results on the

global scheme indicate that it is asymptotically private, i.e.,

the privacy level of each sensor converges to its maximum

privacy level as the number of sensors becomes large. The

convergence rate of the privacy level with the number of

sensors is also characterized.

C. Related Work

In [2], [3], [4], the authors considered a learning-based

binary hypothesis testing for a set-up in which a group of
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Fig. 1. Cloud-based multi-sensor estimation with local (a) and global (b) information sharing schemes.

sensors simultaneously observe a binary private hypothesis

and a binary public hypothesis. They proposed various

privacy preserving schemes, e.g., linear precoding in [2],

randomized decision rules in [3] and a multilayer sensor

network in [4], for minimizing the empirical risk of mis-

classifying the public hypothesis at a fusion center subject

to a constraint on the empirical risk of mis-classifying the

private hypothesis by the fusion center.

In [5], the authors considered a binary hypothesis test

problem with a private hypothesis. They studied the optimal

randomized privacy mechanisms for maximizing the type-II

error exponent subject to privacy constraints. Li and Oech-

tering in [6] considered a sensor network in which sensors

observe a private binary hypothesis and an eavesdropper

intercepts the local decisions of a set of sensors. They studied

the problem of minimizing the Bayes risk of detecting the

private hypothesis at a fusion center subject to a privacy

constraint at the eavesdropper. The privacy of the Neyman-

Pearson test under a similar set-up was studied in [7].

The privacy aspect of estimation problems was considered

in [8] and [9]. The authors in [8] studied the minimum mean

square estimation of a public random variable subject to a

privacy requirement on the estimation error of a (correlated)

private random variable. Sandberg et al. [9] considered the

state estimation problem in a distribution electricity network

subject to differential privacy constraints for the consumers.

The authors in [10] used the notion of self-information cost

to design optimal randomized privacy filters for improving

the privacy of a (private) random variable correlated with

a public random variable. The interested reader is referred

to [11], [12], [13] and references therein for a detailed

investigation of the information theoretic approaches to data

privacy problem.

The rest of this paper is structured as follows. Next section

presents our system model and modeling assumptions. Our

main results on the privacy of the local and global schemes

are discussed in Section III. Section IV presents our numer-

ical results and Section V concludes the paper.

II. SYSTEM MODEL

Consider a multi-sensor estimation problem with M sen-

sors in which the measurement of sensor i ∈ {1, . . . ,M} at

time k ∈ N can be written as

Zi
k = Yk +X i

k +N i
k (1)

where Yk and X i
k are discrete random variables and N i

k

represents the measurement noise of sensor i at time k. The

sequence of random variables {Yk}k represents a common

process observed by all sensors whereas
{

X i
k

}

k
is a local

process only observed by sensor i, i.e., the values of Yk

denote some global events observed by all sensors while

the values of X i
k represent some events only in the local

environment of sensor i.
The support sets of X i

k and Yk are denoted by X i =
{xi1, . . . , xim} and Y = {y1, . . . , yn}, respectively. Without

loss of generality, we assume that
∣

∣X i
∣

∣ = m for all i
. We assume that {Yk}k is a sequence of independent

and identically distributed (i.i.d.) random variables with

pyj = Pr (Yk = yj), and
{

X i
k

}

k
is a sequence of i.i.d.

random variables with pxij = Pr
(

X i
k = xij

)

for all i ∈

{1, . . . ,M}. For each i,
{

N i
k

}

k
is assumed to be a set of

i.i.d. random variables. The collection of random variables
{

Yk, X
i
k, N

i
k, i ∈ {1, . . . ,M}

}

k
are assumed to be mutually

independent.

1) Estimation Problem: Consider the problem of remote

estimation of the common process, i.e., Yk, using an abstract

entity named “cloud” which is assumed to be accessible

via a network and have storage/processing capabilities. At

each time instance, the cloud receives a function of sensors’

measurements via an information sharing scheme. Two in-

formation sharing schemes are considered for estimating the

common process: a local scheme, and a global scheme. Fig.

1 shows a pictorial representation of the local and global

information sharing schemes. Under the local scheme, each

sensor i at time k first estimates Yk using the maximum a

posteriori probability (MAP) estimator, i.e.,

Ŷ i
k = argmax

y∈Y
Pr
(

Yk = y|Zi
k = zik

)

where zik is a realization of the random variable Zi
k and Ŷ i

k

is the estimate of Yk by sensor i. Then, sensor i transmits

Ŷ i
k to the cloud. Finally, cloud combines the local estimates

of sensors, i.e.,
{

Ŷ i
k

}M

i=1
, to form its estimate of Yk. We use

Ŷ M
k,L to denote the estimate of Yk by the cloud under the



local scheme.

In the global scheme, at each time k, sensors simultane-

ously transmit their measurements to the cloud. Then, cloud

estimates Yk by using its received information. The received

signal by the cloud at time k under the global scheme can

be written as

Zc,M
k =

(

M
∑

i=1

Zi
k

)

+N c
k

where Zc,M
k and N c

k denote the received signal by the cloud

and the received noise at time k, respectively. The estimate

of Yk by the cloud under the global scheme is denoted by

Ŷ M
k,G. We assume that {N c

k}k is a sequence of i.i.d. random

variables and independent of other processes.

2) Privacy Metric: Let X be a generic discrete random

variable. Then, the privacy level of X after observing the

(generic) random variable Z is defined as the conditional

entropy of X given Z , i.e., H [X |Z ], which can be written

as

H [X |Z ] =− EZ

[

∑

x

Pr (X = x|Z) logPr (X = x|Z)

]

where Pr (X = x|Z) denotes the probability of the event

X = x conditioned on the value of the random variable Z .

Note that H [X |Z ] quantifies the ambiguity level of X af-

ter observing Z . For example, if one can perfectly reconstruct

X from Z , then we have H [X |Z ] = 0 which indicates zero

privacy. Since conditioning reduces entropy [14], we have

H [X |Z ] ≤ H [X ] .

Thus, the maximum possible privacy level of X is equal to

its discrete entropy.

The choice of conditional entropy as the privacy metric is

motivated by the fact that H [X |Z ] provides a lower bound

on the error probability of estimating X using Z . More

precisely, according to the Fano inequality [14], we have

Pr

(

X 6= X̂ (Z)
)

≥
H [X |Z ]− 1

log |X |
(2)

where X̂ (Z) denotes the estimate of X using Z and |X |
denotes the cardinality of the support set of X . Thus, a large

value of H [X |Z ] indicates that it is less likely to obtain an

accurate estimate of X by observing Z .

Under each information sharing scheme, the received

information by the cloud depends on the sensors’ local

processes. This allows the cloud to make inference about the

local processes, which are considered as private information

of sensors. In this paper, the privacy level of the local process

of sensor i at time k is measured by the conditional entropy

of X i
k given the received information by cloud. Thus, our

metrics for the privacy level of sensor i under the local and

global schemes can be written as H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

and

H

[

X i
k

∣

∣

∣Z
c,M
k

]

, respectively.

III. PRIVACY ANALYSIS OF THE LOCAL AND GLOBAL

SCHEMES

In this section, the privacy of the global and local infor-

mation sharing schemes is studied. We start our discussions

by investigating the privacy level of the local scheme in the

next subsection.

A. Privacy Level of the Local Scheme

Before stating our privacy results in the local scheme, we

introduce an auxiliary model between each sensor and the

cloud which is helpful in characterizing the privacy level of

the local scheme. The auxiliary model between sensor i and

the cloud takes X i
k as input and outputs

(

Ŷ i
k , Yk

)

as shown

in Fig. 2.

Fig. 2. The auxiliary model between sensor i and the cloud.

The next lemma establishes a lower bound on the privacy

level of sensors under the local scheme.

Lemma 1: Let H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

denote the privacy

level of X i
k under the local scheme. Then, we have

H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

≥ H
[

X i
k

]

− I

[

X i
k;Yk, Ŷ

i
k

]

(3)

where I [·; ·] denotes the Shannon’s mutual information.

Proof: See Appendix I.

Lemma 1 establishes a lower bound on the privacy of the

local process of sensor i given the received information

by cloud, i.e.,
{

Ŷ 1
k , . . . , Ŷ

M
k

}

. The lower bound in this

lemma depends on the discrete entropy of X i
k and the mutual

information between the input and outputs of the auxiliary

model between sensor i and the cloud. Using Lemma 1 and

the fact that conditioning reduces entropy, we have

H
[

X i
k

]

− I

[

X i
k;Yk, Ŷ

i
k

]

≤ H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

≤ H
[

X i
k

]

Thus, the privacy loss of sensor i in the local scheme can at

most be equal to the value of mutual information between

the input and outputs of the auxiliary model of sensor i.
Next, we study the asymptotic behavior of the privacy in

the local scheme. To this end, the following assumptions are

imposed:

1) The common process is binary valued, i.e., Y =
{y1, y2}.



2) The local processes are binary valued and homoge-

neous, i.e., X i = X = {x1, x2} and Pr
(

X i
k = x1

)

=

Pr

(

Xj
k = x1

)

for 1 ≤ i, j ≤ M .

3) The measurement noises of sensors, i.e.,
{

N i
k

}M

i=1
, are

identically distributed.

Let zik denote the measurement of sensor i at time k, i.e.,

zik is a realization of Zi
k. The optimal estimator of Yk at

sensor i can be written as

Ŷ i
k = arg max

y∈{y1,y2}
Pr
(

Y i
k = y

∣

∣Zi
k = zik

)

(4)

The next lemma studies the structure of the optimal estimator

of Yk in the cloud under the local scheme.

Lemma 2: Consider the local scheme under the assump-

tions 1-3 above. Then, the optimal estimator of Yk in the

cloud can be expressed as

Ŷ M
k,L =







y1, if
p
y
1p

M1
k (1−p)M−M1

k

p
y
2(1−q)M

1
k q

M−M1
k

≥ 1

y2 Otherwise

where py1 = Pr (Yk = y1), py2 = Pr (Yk = y2), p =

Pr

(

Ŷ i
k = y1

∣

∣

∣Yk = y1

)

, q = Pr

(

Ŷ i
k = y2

∣

∣

∣Yk = y2

)

, and

M1
k =

∑

i 1{Ŷ i
k
=y1} is the number of sensors which at time

k transmit y1 to the cloud as their estimates of Yk.

Proof: See Appendix II.

The next lemma derives an upper bound on the error

probability of estimating Yk in the cloud under the local

scheme. Later, this upper bound is used to study the privacy

level of the local scheme as the number of sensors becomes

large.

Lemma 3: Consider the local scheme under the assump-

tions 1-3. Then, the error probability of estimating Yk in the

cloud, i.e., P y
L (M), can be upper bounded as

P y
L (M) ≤ 2py1 exp






−

2MD
2 [p ‖1− q ]

∣

∣

∣log
(

q
1−p

)

− log
(

1−q
p

)∣

∣

∣

2







+ 2py2 exp






−

2MD
2 [1− q ‖p ]

∣

∣

∣log
(

q

1−p

)

− log
(

1−q

p

)∣

∣

∣

2






(5)

where D [p ‖1− q ] = p log
(

p
1−q

)

+ (1− p) log
(

1−p
q

)

and

D [1− q ‖p ] = (1− q) log
(

1−q

p

)

+ q log
(

q

1−p

)

.

Proof: See Appendix III.

Lemma 3 derives an upper bound on the error probability

of estimating Yk in the cloud under the local scheme. This

upper bound depends on the number of sensors, p, q, py1 , py2
and the Kullback-Leibler (KL) distance between the binary

probability distributions (p, 1− p) and (1− q, q). Based on

this lemma, P y
L (M) decays to zero at least exponentially

fast with the number of sensors.

The next theorem studies the asymptotic behavior of the

privacy level under the local scheme with the number of

sensors.

Theorem 1: Consider the local scheme under the assump-

tions 1-3. If p 6= 1− q, we have

lim
M→∞

H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

= H
[

X i
k

]

− I

[

X i
k;Yk, Ŷ

i
k

]

(6)
Proof: See Appendix IV.

According to Theorem 1, the privacy level of sensor i in the

local scheme converges to the difference between the discrete

entropy of X i
k and the mutual information between the input

and outputs of the auxiliary model in Fig. 2 as the number

of sensors grows.

B. Privacy Level of the Global Scheme

In this subsection, we study the privacy level of the

global information sharing scheme.We assume that (i) the

measurement noise of each sensor i is Gaussian distributed

with zero mean and variance σ2
i , (ii) the received noise

in the cloud is Gaussian distributed with zero mean and

variance σ2
c . It is also assumed that we have 0 < σ2

min =
min

(

σ2
c , infi σ

2
i

)

.

The next lemma derives a lower bound on the privacy level

of the global information sharing scheme.

Lemma 4: The privacy level of sensor i in the global

scheme can be lower bounded as

H

[

X i
k

∣

∣

∣Z
c,M
k

]

≥ H
[

X i
k

]

−
maxx,x′∈X i |x− x′|

2

2 (M + 1)σ2
min

(7)

Proof: See Appendix V.

Lemma 4 establishes a lower bound on the privacy level of

sensor i under the global scheme. This lower bound depends

on the number of sensors, σ2
min and the “width” of the

support set of X i
k, defined as maxx,x′∈X i |x− x′|.

The next theorem studies the behavior of the privacy level

of the global scheme when the number of sensors is large.

Theorem 2: Let H

[

X i
k

∣

∣

∣Z
c,M
k

]

denote the privacy level

of sensor i under the global scheme. Then, we have

lim sup
M→∞

M
(

H
[

X i
k

]

− H

[

X i
k

∣

∣

∣Z
c,M
k

])

≤

max
x,x′∈X i

|x− x′|
2

2σ2
min

.

Proof: Using Lemma 4 and the fact that conditioning

reduces entropy, the privacy level of sensor i can be upper

and lower bounded as

H
[

X i
k

]

−
maxx,x′∈X i |x− x′|

2

2 (M + 1)σ2
min

≤ H

[

X i
k

∣

∣

∣Z
c,M
k

]

≤ H
[

X i
k

]

The desired result directly follows from the above inequali-

ties.

According to Theorem 2, the privacy level of X i
k converges

to H
[

X i
k

]

, i.e, its maximum value, at the rate of O (1/M)
when the number of sensors becomes large. This observation

indicates that the global scheme is asymptotically completely

private as the number of sensors increases.

IV. NUMERICAL RESULTS

In this section, the privacy of the local and global schemes

is numerically evaluated. The local and global processes are

assumed to be collections of i.i.d. random variables taking

values in
{

0, 1
2

}

. The measurement noise of each sensor i



is assumed to be Gaussian distributed with zero mean and

variance σ2
i .

Fig. 3 illustrates the privacy level of sensor 1 under the

local and global schemes as a function of the number of

sensors. According to Fig. 3(a), the privacy level of X1
k

under the local scheme stays above the lower bound provided

in Lemma 1. Moreover, as the number of sensors becomes

large, the privacy level of X1
k converges to the lower bound

in Lemma 1, a behavior predicted by Theorem 1.

Based on Fig. 3(b), as the number of sensors becomes

large, the privacy level of X1
k under the global scheme, i.e.,

H

[

X1
k

∣

∣

∣Z
c,M
k

]

, converges to the discrete entropy of X1
k , a

result established in Lemma 4. Moreover, as the number of

sensors becomes large, it becomes less likely for the cloud

to estimate X1
k correctly under the global scheme. Thus, the

global scheme becomes completely private as the number of

sensors increases. A comparison between Fig. 3(a) and Fig.

3(b) shows that the global scheme achieves a higher level of

privacy compared with the local scheme when the number

of sensors is more than one.

1 2 3 4 5 6 7 8 9 10
0.26

0.28

0.3

0.32

0.34

0.36

0.38

0.4

0.42

H

H I

Pr

Pr

(a)

2 4 6 8 10 12 14 16 18 20
0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

H

H

Pr

Pr

(b)

Fig. 3. The privacy level of X1

k
under the local scheme (a) and global

scheme (b) with the number of sensors.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we considered a multi-sensor cloud-based

estimation problem in which each sensor observes noisy

information about its own local process as well as a common

process, observed by all sensors. Two information sharing

schemes for estimating the common process in a cloud were

considered: a local scheme, and a global scheme. The privacy

of the local processes of sensors under each information

sharing scheme was studied. In particular, it was shown that

the privacy level of each sensor in the local scheme is always

above a certain level regardless of the number of sensors.

It was also shown that the global scheme is asymptotically

private.

APPENDIX I

PROOF OF LEMMA 1

Using the definition of mutual information, we have

(8) where (a) follows from the chain rule for mu-

tual information. Note that given Yk, Ŷ j
k only de-

pends on N j
k and Xj

k which are independent of
(

X i
k, Ŷ

1
k , . . . , Ŷ

j−1
k , Ŷ j+1

k , . . . , Ŷ M
k

)

. Thus, the following

Markov chains hold: X i
k →

(

Ŷ 1
k , . . . , Ŷ

j−1
k , Ŷ i

k , Yk

)

→ Ŷ j
k

and X i
k →

(

Ŷ 1
k , . . . , Ŷ

j−1
k , Yk

)

→ Ŷ j
k . This implies that

I

[

X i
k; Ŷ

j
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

j−1
k , Ŷ i

k , Yk

]

= 0

I

[

X i
k; Ŷ

j
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

j−1
k , Yk

]

= 0

which completes the proof.

APPENDIX II

PROOF OF LEMMA 2

The proof of this lemma is straightforward and is presented

here for the sake of clarity. Let ŷik ∈ {y1, y2} denote the

received information by cloud from each sensor i in the local

scheme. Then, the optimal estimator of Yk at cloud under the

local scheme is given by

Ŷ M
k,L = arg max

y∈{y1,y2}
Pr

(

Yk = y| Ŷ 1
k = ŷ1k, . . . , Ŷ

M
k = ŷMk

)

= arg max
y∈{y1,y2}

Pr

(

Ŷ 1
k = ŷ1k, . . . , Ŷ

M
k = ŷMk

∣

∣

∣Yk = y
)

Pr (Yk = y)

(a)
= arg max

y∈{y1,y2}
Pr (Yk = y)

∏

i

Pr

(

Ŷk = ŷik

∣

∣

∣Yk = y
)

where (a) follows from the fact that the random variables

Ŷ 1
k , . . . , Ŷ

M
k are independent of each other conditioned on

Yk.

APPENDIX III

PROOF OF LEMMA 3

To prove this lemma, we consider the following subopti-

mal estimator for Yk at cloud

Ỹ M
k =

{

1 pM1 (1−p)M−M1

(1−q)M1qM−M1
≥ 1

0 Otherwise



H
[

X i
k

]

− H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

= I

[

X i
k; Ŷ

1
k , . . . , Ŷ

M
k

]

≤ I

[

X i
k;Yk, Ŷ 1

k , . . . , Ŷ
M
k

]

(a)
= I

[

X i
k;Yk, Ŷ i

k

]

+
∑

j<i

I

[

X i
k; Ŷ

j
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

j−1
k , Ŷ i

k , Yk

]

+
∑

j>i

I

[

X i
k; Ŷ

j
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

j−1
k , Yk

]

(8)

Let EM denote the error event under the suboptimal estima-

tor. Then, we have P y
L (M) ≤ Pr (EM ). The error probability

of the suboptimal estimator can be written as (9). Let

Φi
k = 1{Ŷ i

k
=y1} log

(

p

1−q

)

+
(

1− 1{Ŷ i
k
=y1}

)

log
(

1−p

q

)

.

Then, we have (10). Note that Φi
k is a discrete random

variable taking value from
{

log
(

p

1−q

)

, log
(

1−p

q

)}

. Also,

E
[

Φi
k

∣

∣Yk = y1
]

and E
[

Φi
k

∣

∣Yk = y2
]

can be written as

E
[

Φi
k

∣

∣Yk = y1
]

= p log

(

p

1− q

)

+ (1− p) log

(

1− p

q

)

= D [p ‖1− q ] (11)

and

E
[

Φi
k

∣

∣Yk = y2
]

= (1− q) log

(

p

1− q

)

+ q log

(

1− p

q

)

= −D [1− q ‖p ] (12)

, receptively. Then, we have (13) where (a) follows from

that facts that
{

Φi
k

}

i
are conditionally independent given Yk

and the Hoeffding inequality [15]. Similarly, we have (13)

which completes the proof.
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From Lemma 1, we have

lim inf
M→∞

H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

≥ H
[

X i
k

]

− I

[

X i
k;Yk, Ŷ

i
k

]

(15)

To prove the other direction, note that the following Markov

chain holds: X i
k →

(

Ŷ 1
k , . . . , Ŷ

M
k

)

→
(

Ŷ i
k , Ŷ

M
k,L

)

since

given
{

Ŷ 1
k , . . . , Ŷ

M
k

}

, the estimate of cloud, i.e., Ŷ M
k,L, is

known. Thus, we have

H
[

X i
k

]

− H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

= I

[

X i
k; Ŷ

1
k , . . . , Ŷ

M
k

]

(a)

≥ I

[

X i
k; Ŷ

i
k , Ŷ

M
k,L

]

where (a) follows from the data processing inequality

[14]. Hence, we have the following upper bound on

H

[

X i
k

∣

∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

H

[

X i
k

∣
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∣Ŷ 1
k , . . . , Ŷ

M
k

]

≤ H
[

X i
k

]

− I

[

X i
k; Ŷ

i
k , Ŷ

M
k,L

]

(16)

To complete the proof, we show that

limM→∞ I

[

X i
k; Ŷ

i
k , Ŷ

M
k,L

]

= I

[

X i
k; Ŷ

i
k , Yk

]

as follows.

For ǫ > 0, we have

∞
∑

M=1

Pr

(∣

∣

∣Ŷ M
k,L − Yk

∣

∣

∣ > ǫ
)

=

∞
∑

M=1

Pr

(

Ŷ M
k,L 6= Yk

)

(a)
< ∞ (17)

where (a) follows from the fact that the error probabil-

ity of estimating Yk in the cloud under the local scheme

converges to zero exponentially fast with M when p 6=
1−q and assumptions 1-3 hold. From Borel-Cantelli Lemma

[16] and equation (17), we have Ŷ M
k,L

a.s.
−−→ Yk as M

tends to infinity where a.s. stands for almost sure conver-

gence. Following similar steps, it is straightforward to show

1{Xi
k
=x,Ŷ i

k
=y,Ŷ M

k,L=z}
a.s.
−−→ 1{Xi

k
=x,Ŷ i

k
=y,Yk=z} for all x ∈

X and y, z ∈ Y . Hence, we have (18) where (b) follows from

Lebesgue dominated convergence Theorem [16]. Following

similar steps as above, it is straightforward to show that

lim
M→∞

Pr

(

Ŷ i
k = y, Ŷ M

k,L = z
)

= Pr

(

Ŷ i
k = y, Yk = z

)

for all y, z ∈ Y . Using the definition of the mutual informa-

tion, we have (19). Combining (16) and (19), we have

lim sup
M→∞

H

[

X i
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∣

∣Ŷ 1
k , . . . , Ŷ

M
k

]

≤ H
[

X i
k

]

− I

[

X i
k; Ŷ

i
k , Yk

]

(20)

The desired result follows from (15) and (20).

APPENDIX V

PROOF OF LEMMA 4

Using the definition of mutual information, we have (21)

where fZc,M (z) and fZc,M (z |A = a) denote the density of

Zc,M
k and the conditional density of Zc,M

k given the event

A = a, respectively, and D [· ‖· ] denotes the KL distance.

The KL term in (21) can be upper bounded as (22) where

(a) follows from the convexity of the KL distance. The KL



Pr (EM ) = Pr (EM |Yk = y1) p
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)
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term in the last inequality of (22) can also be upper bounded

as (23) where X−i =
∏

j 6=i X
j , X−i

k is the collection

of all local processes except the local process of sensor

i and P
(

x
−i, y

)

= Pr
(

X−i
k = x

−i, Yk = y
)

. Note that

conditioned on the local and common processes, the received

signal by the cloud is a Gaussian random variable. Using

the KL distance between two Gaussian random variables,

we have (24). Combining, (21)-(24), we have

H

[

X i
k

∣

∣

∣Z
c,M
k

]

≥ H
[

X i
k

]

−
maxx,x′∈X i |x− x′|

2

2 (M + 1)σ2
min

(25)

which completes the proof.
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k = y, Yk = z
)

log





Pr

(

X i
k = x, Ŷ i
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