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Hidden Markov Model Estimation-Based Q-learning for Partially Observable

Markov Decision Process

Hyung-Jin Yoon, Donghwan Lee, and Naira Hovakimyan

Abstract— The objective is to study an on-line Hidden
Markov model (HMM) estimation-based Q-learning algorithm
for partially observable Markov decision process (POMDP) on
finite state and action sets. When the full state observation is
available, Q-learning finds the optimal action-value function
given the current action (Q-function). However, Q-learning can
perform poorly when the full state observation is not available.
In this paper, we formulate the POMDP estimation into a
HMM estimation problem and propose a recursive algorithm to
estimate both the POMDP parameter and Q-function concur-
rently. Also, we show that the POMDP estimation converges
to a set of stationary points for the maximum likelihood
estimate, and the Q-function estimation converges to a fixed
point that satisfies the Bellman optimality equation weighted
on the invariant distribution of the state belief determined by
the HMM estimation process.

I. INTRODUCTION

Reinforcement learning (RL) is getting significant at-

tention due to the recent successful demonstration of the

‘Go game’, where the RL agents outperform humans in

certain tasks (video game [1], playing Go [2]). Although

the demonstration shows the great potential of the RL, those

game environments are confined and restrictive compared to

what ordinary humans go through in their everyday life. One

of the major differences between the game environment and

the real-life is the presence of unknown factors, i.e. the obser-

vation of the state of the environment is incomplete. Most

RL algorithms are based on the assumption that complete

state observation is available, and the state transition depends

on the current state and the action (Markovian assumption).

Markov decision process (MDP) is a modeling framework

with the Markovian assumption. Development and analysis

of the standard RL algorithm are based on MDP. Applying

those RL algorithms with incomplete observation may lead to

poor performance. In [3], the authors showed that a standard

policy evaluation algorithm can result in an arbitrary error

due to the incomplete state observation. In fact, the RL agent

in [1] shows poor performance for the games, where inferring

the hidden context is the key for winning.

Partially observable Markov decision process (POMDP)

is a generalization of MDP that incorporates the incomplete

state observation model. When the model parameter of a

POMDP is given, the optimal policy is determined by using

dynamic programming on the belief state of MDP, which is
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transformed from the POMDP [4]. The belief state of MDP

has continuous state space, even though the corresponding

POMDP has finite state space. Hence, solving a dynamic

programming problem on the belief state of MDP is compu-

tationally challenging. There exist a number of results to

obtain approximate solutions to the optimal policy, when

the model is given, [5], [6]. When the model of POMDP

is not given (model-free), a choice is in the policy gradient

approach without relying on Bellman’s optimality. For ex-

ample, Monte-Carlo policy gradient approaches [7], [8] are

known to be less vulnerable to the incomplete observation,

since they do not require to learn the optimal action-value

function, which is defined using the state of the environment.

However, the Monte-Carlo policy gradient estimate has high

variance so that convergence to the optimal policy typically

takes longer as compared to other RL algorithms, which

utilize Bellman’s optimality principle when the full state

observation is available.

A natural idea is to use a dynamic estimator of the hidden

state and apply the optimality principle to the estimated state.

Due to its universal approximation property, the recurrent

neural networks (RNN) are used to incorporate the estimation

of the hidden state in reinforcement learning. In [9], the

authors use an RNN to approximate the optimal value state

function using the memory effect of the RNN. In [10], the

authors propose an actor-critic algorithm, where RNN is used

for the critic that takes the sequential data. However, the

RNNs in [9], [10] are trained only based on the Bellman

optimality principle, but do not consider how accurately the

RNNs can estimate the state which is essential for applying

Bellman optimality principle. Without reasonable state esti-

mation, taking an optimal decision even with given correct

optimal action-value function is not possible. To the best of

the authors’ knowledge, most RNNs used in reinforcement

learning do not consider how the RNN accurately infers the

hidden state.

In this paper, we aim to develop a recursive estimation

algorithm for a POMDP to estimate the parameters of the

model, predict the hidden state, and also determine the

optimal value state function concurrently. The idea of using

a recursive state predictor (Bayesian state belief filter) in RL

was investigated in [11]–[14]. In [11], the author proposed

to use the Bayesian state belief filter for the estimation

of the Q-function. In [12], the authors implemented the

Bayesian state belief update with an approximation technique

for the ease of computation and analyzed its convergence.

More recently, the authors in [13] combine the Bayesian

state belief filter and QMDP [5]. However, the algorithms
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in [11]–[13] require the POMDP model parameter readily

available1. A model-free reinforcement learning that uses

HMM formulation is presented in [14]. The result in [14]

shares the same idea as ours, where we use HMM estimator

with a fixed behavior policy, in order to disambiguate the

hidden state, learn the POMDP parameters, and find optimal

policy. However, the algorithm in [14] involves multiple

phases, including identification and design, which are hard

to apply online to real-time learning tasks, whereas recursive

estimation is more suitable (e.g., DQN, DDPG, or Q-learning

are online algorithms). The main contribution of this paper is

to present and analyze a new on-line estimation algorithm to

simultaneously estimate the POMDP model parameters and

corresponding optimal action-value function (Q-function),

where we employ online HMM estimation techniques [15],

[16].

The remainder of the paper is organized as follows.

In Section II, HMM interpretation of the POMDP with

a behavior policy presented. In Section III, the proposed

recursive estimation of the HMM, POMDP, and Q-function

is presented and the convergence of the estimator is analyzed.

In Section IV, a numerical example is presented. Section V

summarizes.

II. A HMM: POMDP EXCITED BY BEHAVIOR POLICY

We consider a partially observable Markov decision pro-

cess (POMDP) on finite state and action sets. A fixed

behavior policy2 excites the POMDP so that all pairs of

state-action are realized infinitely often along the infinite time

horizon.

A. POMDP on finite state-action sets

The POMDP (S,A, Ta(s, s′), R(s, a),O, O(o, s), γ) com-

prises: a finite state space S := {1, . . . , I}, a finite ac-

tion space A := {1, . . . ,K}, a state transition probability

Ta(s, s
′) = P (sn+1 = s′|sn = s, an = a), for s, s′ ∈ S and

a ∈ A, a reward model R ∈ R such that R(s, a) = r(s, a)+
δ, where δ denotes independent identically distributed (i.i.d.)

Gaussian noise δ ∼ N (0, σ2), a finite observation space

O := {1, . . . , J}, an observation probability O(o, s) =
P (on = o|sn = s), and the discount factor γ ∈ [0, 1). At

each time step n, the agent first observes on ∈ O from the

environment at the state sn ∈ S, does action an ∈ A on the

environment and gets the reward rn ∈ R in accordance to

R(s, a).

B. Behavior policy and HMM

A behavior policy is used to estimate the model param-

eters. Similarly to other off-policy reinforcement learning

(RL) algorithms, i.e. Q-learning [17], a behavior policy

excites the POMDP, and the estimator uses the samples

generated from the controlled POMDP. The behavior policy’s

purpose is system identification (in other words, estimation

1In [12], the algorithm needs full state observation for the system
identification of POMDP.

2Behavior policy is the terminology used in the reinforcement learning,
and it is analogous to excitation of a plant for system identification.

of the POMDP parameter). We denote the behavior policy

by µ, which is a conditional probability, i.e. µ(o) = P (a|o).
Since we choose how to excite the system, the behavior

policy can be used in the estimation. The POMDP with µ(o)
becomes a hidden Markov model (HMM), as illustrated in

Fig. 1.

Fig. 1: A POMDP Estimation Framework.

The HMM comprises: state transition probability

P (sn+1 = s′|sn = s) = P (sn+1 = s′|sn = s, an = a;µ,O)
for all pairs of (s, s′) and the extended observation

probability, i.e. P (o, a, r|s) which is determined by the

POMDP model parameters: O(o, s), R(s, a) and the

behavior policy µ(o).

For the ease of notation, we define the following tensor

and matrices: T ∈ R
K×I×I such that Tijk = P (sn+1 =

k|sn = j, an = i), R ∈ R
K×I such that Rij = r(s = j, a =

i), O ∈ R
I×J such that Oij = P (on = j|sn = i), and

P ∈ R
I×I such that Pij = P (sn+1 = j|sn = j;µ).

The HMM estimator in Fig. 1 learns the model parameters

P,O,R, σ, where σ is defined in II-A, and also provides

the state estimate (or belief state) to the MDP and Q-

function estimator. Given the transition of the state estimates

and the action, the MDP estimator learns the transition

model parameter T. Also, the optimal action-value function

Q∗(s, a) is recursively estimated based on the transition of

the state estimates, reward sample and the action taken.

III. HMM Q-LEARNING ALGORITHM FOR POMDPS

The objective of this section is to present a new HMM

model estimation-based Q-learning algorithm, called HMM

Q-learning, for POMDPs, which is the main outcome of this

paper. The pseudo code of the recursive algorithm is in Al-

gorithm 1. It recursively estimates the maximum likelihood

estimate of the POMDP parameter and Q-function using

partial observation. The recursive algorithm integrates (a) the

HMM estimation, (b) MDP transition model estimation, and

(c) the Q-function estimation steps. Through the remaining

subsections, we prove the convergence of Algorithm 1. To

this end, we first make the following assumptions.

Assumption 1: The transition probability matrix P de-

termined by the transition T, the observation O, and the

behavior policy µ(o) are aperiodic and irreducible [18].



Algorithm 1 HMM Q-Learning

1: Set n = 0.

2: Observe o0 from the environment.

3: Initialize: the parameter (θ0, Q0, T0), the states (u0, ω0),

p̂
(prev)
n ∈ P(S) as uniform distribution, randomly choose

a
(prev)
n ∈ A, and set r

(prev)
n = 0.

4: repeat

5: Act a with µ(on) = P (a|on), get reward r and the

next observation o′ from the environment.

6: Use yn = (on, a, r) and (θn,un, ωn) to update the

estimator as follows:

θn+1 = ΠH [θn + ǫnS (yn,un, ωn; θn)] ,

un+1 = f(yn,un; θn),

ω
(l)
n+1 = Φ(yn,un; θn)ω

(l)
n +

∂f(yn,un; θn)

∂θ(l)
,

where

f(yn,un; θn) ,
P

⊤
θn
B(yn; θn)un

b⊤(yn; θn)un
,

S (yn,un, ωn; θn) =
∂ log

(

b
⊤(yn; θn)un

)

∂θ
,

ΠH denotes the projection on the convex constraint set

H ⊆ Θ, ǫn ≥ 0 denotes the step size, ωn ∈ R
I×L

denotes the Jacobian of the state prediction vector un

with respect to the parameter vector θn.

7: Calculate p̂n := [P (s = i|yn,un; θn)]i∈I as in (15).

8: Calculate p̂(sn−1, sn) with p̂
(prev)
n and p̂n as in (14).

9: Use rprev
n , aprev

n and p̂(sn−1, sn) to update Qn accord-

ing to (16).

10: Use p̂(sn−1, sn) to update Tn according to (18).

11: (p̂
(prev)
n , rprev

n , aprev
n )← (p̂n, r, a).

12: on ← o′.
13: n← n+ 1.

14: until a certain stopping criterion is satisfied.

Furthermore, we assume that the state-action pair visit prob-

ability is strictly positive under the behavior policy.

We additionally assume the following.

Assumption 2: All elements in the observation probabil-

ity matrix O are strictly positive, i.e. Oi,j > 0 for all i ∈ S
and j ∈ O.

Under these assumptions, we will prove the following con-

vergence result.

Proposition 1 (Main convergence result): Suppose that

Assumption 1 and Assumption 2 hold. Then the following

statements are true:

(i) The iterate θn in Algorithm 1 converges almost

surely to the stationary point θ∗ of the conditional log-

likelihood density function based on the sequence of the

extended observations {yi = (oi, ri, ai)}ni=0, ln(θ) =
1

n+1 log pn(y0, y1, . . . , yn|s0, s1, . . . , sn; θ), i.e., the point θ

is satisfying

E

[

∂ log
(

b
⊤(yn; θ)un

)

∂θ

]

∈ NH(θ),

where NH(θ) is the normal cone [19, pp. 343] of the convex

set H at θ ∈ H , and the expectation E is taken with respect

to the invariant distribution of yn and un.

(ii) Define p̄(s, s′) := limn→∞ p̂(sn−1, sn) in the almost

sure convergence sense. Then the iterate {Qn} in Algo-

rithm 1 converges in distribution to the optimal Q-function

Q̂∗, satisfying

Q̂∗(s, a) =
∑

s′

p̄(s, s′)
(

r(s, a) + γmax
a′

Q̂∗(s′, a′)
)

.

A. HMM Estimation

We employ the recursive estimators of HMM from [15],

[16] for our estimation problem, where we estimate the true

parameter θ∗ with the model parameters (P,R,O, σ) being

parametrized as continuously differentiable functions of the

vector of real numbers θ ∈ Θ ⊂ R
L, such that θ∗ ∈ Θ and

(Pθ∗ ,Rθ∗ ,Oθ∗, σθ∗) = (P,R,O, σ). We denote the func-

tions of the parameter as (Pθ,Rθ,Oθ, σθ) respectively. In

this paper, we consider the normalized exponential function

(or softmax function)3 to parametrize the probability matrices

Pθ , Oθ. The reward matrix Rθ is a matrix in R
I×K and σθ

is a scalar.

The iterate θn of the recursive estimator converges to

the set of the stationary points, where the gradient of the

likelihood density function is zero [15], [16]. The conditional

log-likelihood density function based on the sequence of the

extended observations {yi = (oi, ri, ai)}ni=0 is

ln(θ) =
1

n+ 1
log pn(y0, y1, . . . , yn|s0, s1, . . . , sn; θ). (1)

When the state transition and observation model parameters

are available, the state estimate

un = [un,1, un,2, . . . , un,I ]
⊤, (2)

where un,i = P (sn = i|y0, y1, . . . , yn; θ) is calculated from

the recursive state predictor (Bayesian state belief filter) [20].

The state predictor is given as follows:

un+1 =
P

⊤
θ B(yn; θ)un
b⊤(yn; θ)un

, (3)

where

b(yn; θ) = [b1(yn; θ), b2(yn; θ), . . . , bI(yn; θ)]
⊤, (4)

bi(yn; θ) = p(yn|sn = i; θ)

= P (on|sn = i; θ)P (an|on)p(rn|sn = i, an; θ),

and B(yn; θ) is the diagonal matrix with b(yn; θ). Using

Markov property of the state transitions and the conditional

independence of the observations given the states, it is easy

3Let {α1,1, . . . , αI,I} denote the parameters for the probability matrix

Pθ . Then the (i, j)th element of Pθ is
exp(αi,j)

∑
I
j′=1

exp(α
i,j′

)
.



to show that the conditional likelihood density (1) can be

expressed with the state prediction un(θ) and the observation

likelihood b(yn; θ) as follows [15], [16]:

ln(θ) =
1

n+ 1

n
∑

k=0

log
(

b
⊤(yn; θ)un

)

. (5)

Remark 1: Since the functional parameterization of

(Pθ,Rθ,Oθ, σθ) uses the non-convex soft-max functions,

l(θ) is non-convex in general.

Roughly speaking, the recursive HMM estimation [15],

[16] calculates the online estimate of the gradient of ln(θn)
based on the current output yn, the state prediction un(θn),
and the current parameter estimate θn and adds the stochastic

gradient to the current parameter estimate θn, i.e. it is a

stochastic gradient ascent algorithm to maximize the condi-

tional likelihood.

We first introduce the HMM estimator [15], [16] and then

apply the convergence result [15] to our estimation task. The

recursive HMM estimation in Algorithm 1 is given by:

θn+1 = ΠH [θn + ǫnS (yn,un, ωn; θn)] , (6)

S (yn,un, ωn; θn) =
∂ log

(

b
⊤(yn; θn)un

)

∂θ
, (7)

where ΠH denotes the projection onto the convex constraint

set H ⊆ Θ, ǫn ≥ 0 denotes the diminishing step-size such

that ǫn → 0,
∑

n ǫn =∞, ωn ∈ R
I×L denotes the Jacobian

of the state prediction vector un with respect to the parameter

vector θn.

Remark 2: (i) The diminishing step-size used above is

standard in the stochastic approximation algorithms (see

Chapter 5.1 in [21]). (ii) The algorithm with a projection

on to the constraint convex set H has advantages such

as guaranteed stability and convergence of the algorithm,

preventing numerical instability (e.g. floating point under-

flow) and avoiding exploration in the parameter space far

away from the true one. The useful parameter values in a

properly parametrized practical problem are usually confined

by constraints of physics or economics to some compact

set [21]. H can be usually determined based on the solution

analysis depending on the problem structure.

Using Calculus, the equation (7) is written in terms of un,

ωn, b(yn; θn), and its partial derivatives as follows:

S (yn,un, ωn; θn) =











S(1) (yn,un, ωn; θn)

S(2) (yn,un, ωn; θn)
...

S(L) (yn,un, ωn; θn)











,

S(l) (yn,un, ωn; θn)

=
b
⊤(yn; θn)ω

(l)
n

b⊤(yn; θn)un
+

(

(∂/∂θ(l))b⊤(yn; θn)
)

un

b⊤(yn; θn)un
,

(8)

where ω
(l)
n is the lth column of the ωn ∈ R

I×L, un(θn) is

recursively updated using the state predictor in (3) as

un+1 =
P

⊤
θn
B(yn; θn)un

b⊤(yn; θn)un
, f(yn,un; θn), (9)

with u0 being initialized as an arbitrary distribution on the

finite state set, Pθn being the state transition probability

matrix for the current iterate θn. The state predictor (9)

calculates the state estimate (or Bayesian belief) on the

sn+1 by normalizing the conditional likelihood p(yn|sn =
i; θn)P (sn = i|y0, . . . , yn) and then multiplying it with the

state transition probability P (sn+1 = j|sn = i; θn). The

predicted state estimate is used recursively to calculate the

state prediction in the next step. Taking derivative on the

update law (9), the update law for ω
(l)
n is

ω
(l)
n+1 = Φ(yn,un; θn)ω

(l)
n +

∂f(yn,un; θn)

∂θ(l)
, (10)

where

Φ(yn,un; θn) =
P

⊤
θn
B(yn; θn)

b⊤(yn; θn)un

(

I−
unb

⊤(yn; θn)

b⊤(yn; θn)un

)

,

∂f(yn,un; θn)

∂θ(l)

= P
⊤
θn

(

I−
B(yn; θn)une

⊤

b⊤(yn; θn)un

)

(

∂B(yn; θn)/∂θ
(l)
)

un

b⊤(yn; θn)un

+

(

∂P⊤
θn
/∂θ(l)

)

B(yn; θn)un

b⊤(yn; θn)un

,

θ(l) denotes the lth element of the parameter θn, I denotes

the I × I identity matrix, e = [1, . . . , 1]⊤, the initial ω
(l)
0 is

arbitrarily chosen from Σ = {ω(l) ∈ R
I : e⊤ω(l) = 0}.

At each time step n, the HMM estimator defined

by (6), (8), (9), and (10) updates θn based on the current

sample yn = (on, rn, an), while keeping track of the state

estimate un, and its partial derivative ωn.

Now we state the convergence of the estimator.

Proposition 2: Suppose that Assumption 1 and Assump-

tion 2 hold. Then, the following statements hold:

(i) The extended Markov chain {sn, yn,un, ωn} is geo-

metrically ergodic4.

(ii) For θ ∈ Θ, the log-likelihood ln(θ) in (1) almost surely

converges to l(θ),

l(θ) =

∫

Y×P(S)

log[b⊤(y; θ)u] ν(dy, du), (11)

where Y := O × R × A, P(S) is the set of probability

distribution on S, and ν(dy, du) is the marginal distribution

of ν, which is the invariant distribution of the extended

Markov chain.

(iii) The iterate {θn} converges almost surely to the

invariant set (set of equilibrium points) of the ODE

θ̇ = H(θ) + m̃ = ΠTH(θ)[H(θ)], θ(0) = θ0, (12)

where H(θ) = E[S(yn,un, ωn; θ)], the expectation E[·] is

taken with respect to ν, and m̃(·) is the projection term to

keep in H , TH(θ) is the tangent cone of H at θ [19, pp. 343].

4 A Markov chain with transition probability matrix P is geometrically
ergodic, if for finite constants cij and a β < 1

|(Pn)i,j − πj | ≤ cijβ
n,

where π denotes the stationary distribution.



Remark 3: The second equation in (12) is due to [22,

Appendix E]. Using the definitions of tangent and normal

cones [19, pp. 343], we can readily prove that the set of

stationary points of (12) is {θ ∈ H : ΠTH(θ)(H(θ)) =
0} = {θ ∈ H : H(θ) ∈ NH(θ)}, where NH(θ) is the

normal cone of H at θ ∈ H . Note that the set of stationary

points is identical to the set of KKT points of the constrained

nonlinear programming minθ∈H l(θ).

Remark 4: Like other maximum likelihood estimation al-

gorithms, further assuming that l(θ) is concave, it is possible

to show the θn converges to the unique maximum likelihood

estimate. However, the convexity of l(θ) is not known in

prior. Similarly, asymptotic stability of the ODE (12) is

assumed to show the desired convergence in [15]. We refer

to [15] for the technical details regarding the convergence

set.

Proof: We employed the convergence result in [15]. We

prove that the HMM estimation converges to the invariant

set of ODE (12) by verifying the assumptions in [15] for the

POMDP with the behavior policy described in Section II.

See Appendix V-A for the details.

B. Estimating Q-function with the HMM State Predictor

In addition to estimation of the HMM parameters

(P,R,O, σ), we aim to recursively estimate the optimal

action-value function Q∗(s, a) : S × A → R using partial

state observation.
From Bellman’s optimality principle, Q∗(s, a) function is

defined as

Q∗(s, a) =
∑

s′

P (s′|s, a)

(

r(s, a) + γmax
a′

Q∗(s′, a′)

)

, (13)

where P (s′|s, a) is the state transition probability, which
corresponds to Ta(s, s

′) in the POMDP model. The standard
Q-learning from [17] estimates Q∗(s, a) function using the
recursive form:

Qn+1(sn, an)

= Qn(sn, an) + ǫn

(

rn + γmax
a′

Qn(sn+1, a
′)−Qn(sn, an)

)

.

Since the state sn is not directly observed in POMDP,

the state estimate un in (9) from the HMM estimator is

used instead of sn. Define the estimated state transition

p̂(sn−1, sn) as

p̂(sn−1, sn)

= P (sn−1, sn|yn, yn−1,un,un−1; θn, θn−1)

= P (sn−1|yn−1,un−1; θn−1)P (sn|yn,un; θn),

(14)

where P (sn|yn,un; θn) is calculated using Bayes rule:

P (sn = i|yn,un; θn) =
bi(yn)un,i

∑

j bj(yn)un,j
. (15)

Using p̂(i, j) as a surrogate for P (s′|s, a) in (13), a recursive

estimator for Q∗(s, a) is proposed as follows:









qn+1(1, an)
qn+1(2, an)

..

.
qn+1(I, an)









=









qn(1, an)
qn(2, an)

..

.
qn(I, an)









+

ǫn













∑I

j
p̂n(1, j) (rn + γmaxa′ qn(j, a

′)− qn(1, an))
∑I

j
p̂n(2, j) (rn + γmaxa′ qn(j, a

′)− qn(2, an))
...

∑I

j
p̂n(I, j) (rn + γmaxa′ qn(j, a

′)− qn(I, an))













,

(16)

where qn(i, an) = Qn(s = i, a = an). In the following

proposition we establish the convergence of (16).
Proposition 3: Suppose that Assumption 1 and Assump-

tion 2 hold. Then the following ODE has a unique globally
asymptotically stable equilibrium point:









q̇1,a
q̇2,a

...
q̇I,a









=
1

ūa













∑I

j
p̄(1, j)(r̄ + γmaxa′ qj,a′ − q1,a)

∑I

j
p̄(2, j)(r̄ + γmaxa′ qj,a′ − q2,a)

..

.
∑I

j
p̄(I, j)(r̄ + γmaxa′ qj,a′ − qI,a)













, a ∈ A,

where ūa is determined by the expected frequency of the
recurrence to the action a (for the detail, see Appendix V-B),
p̄(i, j) denotes the expectation of p̂(i, j), r̄ denotes the
expectation of R(s, a) and the expectations are taken with
the invariant distribution ν. As a result, the iterate {Qn} of
the recursive estimation law in (16) converges in distribution

to the unique equilibrium point Q̂∗ of the ODE, i.e., the
unique solution of the Bellman equation

Q̂(s, a) =
∑

s′

p̄(s, s′)

(

r̄(s, a) + γmax
a′

Q̂(s′, a′)

)

.

Remark 5: Note that p̂n is the continuous function of

the random variables (yn,un, θn), which almost surely con-

verges due to the ergodicity of the Markov chain (yn,un, ωn)
and the convergence of θn (proven above). By continuous

mapping theorem from [23], p̂n as a continuous function

of the converging random variables converges in the same

sense.

Proof: The update of Qǫn is asynchronous, as we update

the part of Qn(s, a) for the current action taken. Result on

stochastic approximation from [21] is invoked to prove the

convergence. The proof follows from the ergodicity of the

underlying Markov chain and the contraction of the operator

HQ =
∑

s′ p̂(s, s
′; θL) (r(s, a) + γmaxa′ Q(s′, a′)). See

Appendix V-B for the details.

C. Learning State Transition given Action with the HMM

State Predictor

When the full state observation is available, the transition

model Ta(s, s
′) = P (sn+1 = s′|sn = s, an = a) can be

estimated simply counting all the incidents of each transition

(s, a, s′), and the transition model estimation corresponds to

the maximum likelihood estimate. Since the state is partially

observed, we use the state estimate instead of counting

transitions.



We aim to estimate the expectation of the following

indicator function

Ts,a,s′ = E[1{sn=s,an=j,sn+1=s′}], (17)

where the expectation E is taken with respect to the sta-

tionary distribution corresponding to the true parameter θ∗.

Thus, Ts,a,s′ is the expectation of the counter of the transition

s, a, s′ divided by the total number of transitions (or the

stationary distribution P (s, a, s′)).
Remark 6: Note that although p̂(s, s′) in (14) is known,

it represents only the transition probability under the fixed

behavior policy. Therefore, we still need to estimate the state

transition model Tsas′ for the state predictor in (19).
The proposed recursive estimation of Ts,a,s′ is given by









Tn+1(1, an, 1)
Tn+1(1, an, 2)

..

.
Tn+1(I, an, I)









=









Tn(1, an, 1)
Tn(1, an, 2)

..

.
Tn(I, an, I)









+ ǫn









p̂n(1, 1)(1− Tn(1, an, 1))
p̂n(1, 2)(1− Tn(1, an, 2))

...
p̂n(I, I)(1− Tn(I, an, I))









.

(18)

We note that the estimation in (18) uses p̂(s, s′) as a
surrogate for P (s′|s, a) in (13). The ODE corresponding
to (18) is











Ṫ1,a,1

Ṫ1,a,2

...

ṪI,a,I











=
1

ūa









p̄(1, a, 1)(1− T1,a,1)
p̄(1, a, 2)(1− T1,a,2)

.

..
p̄(I, a, I)(1− TI,a,I)









, a ∈ A.

Following the same procedure in the proof of Proposition 3,

we can show that tn(s, a, s
′) converges to p̄(s, a, s′), where

p̄(s, a, s′) denotes the marginal distribution of the transition

from s to s′ after taking a with respect to the invariant

distribution of the entire process. Since we estimate the

joint distribution, the conditional distribution Ta(s, s
′) can be

calculated by dividing the joint probabilities with marginal

probabilities.

IV. A NUMERICAL EXAMPLE

In this simulation, we implement the HMM Q-learning
for a finite state POMDP example, where 4 hidden states
are observed through 2 observations with the discount factor
γ = 0.95 as specified below:

T =













.6 .2 .1 .1

.2 .1 .6 .1

.1 .1 .1 .7

.4 .1 .1 .4






,







.1 .2 .2 .5

.1 .6 .1 .2

.1 .2 .6 .1

.1 .1 .2 .6












,

O =







.95 .05

.95 .05

.05 .95

.05 .95






, R =

[

0 0. −20. +20.
0 0. +20. −20.

]

, σ = 1.

The following behavior policy µ(o) is used to estimate the
HMM, the transition model, and the Q-function

µ =

[

.6 .4

.3 .7

]

, µi,j = P (a = j|o = i).

The diminishing step size is chosen as ǫn = n−0.4 for n ≥ 1.
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Fig. 2: The mean of the sampled conditional likelihood

logb⊤(yn; θn)un increases as the estimated σ(θn) converges

to the true σ = 1.

A. Estimation of the HMM and Q-function

Figure 2a shows that the mean of the sample conditional

log-likelihood density logb⊤(yn; θn)un increases. Figure 2b

shows that σn converges to the true parameter σ∗ = 1.0.

To validate the estimation of the Q-function in (16),

we run three estimations of Q-function in parallel: (i) Q-

learning [17] with full state observation s, (ii) Q-learning

with partial observation o, (iii) HMM Q-learning. Figure 3

shows maxs,aQn(s, a) for all three algorithms.
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Fig. 3: maxs,aQn(s, a) is greater with full observa-

tion than partial observation. The proposed HMM Q-

learning’s maxs,aQn(s, a) converges to the fully observing

Q-learning’s.

After 200,000 steps, the iterates of Qfull
n , Qpartial

n and Qhmm
n

at n = 2× 105 are as follows:

Qfull
n =

[

107.4 103.4 99.3 133.8
114.7 107.6 102.4 98.0

]⊤

,

Qpartial
n =

[

20.1 21.6
18.9 9.1

]⊤

,

Qhmm
n =

[

133.0 106.0 105.9 99.1
98.1 111.2 111.7 105.4

]⊤

,

where the (i, j) elements of the Q matrices are the estimates
of the Q-function value, when a = i, s = j. Similar to the
other HMM estimations (from unsupervised learning task),
the labels of the inferred hidden state do not match the
labels assigned to the true states. Permuting the state indices
{1, 2, 3, 4} to (2, 3, 4, 1) in order to have better matching
between the estimated and true Q-function, we compare the



estimated Q-function as follows:

Qpermuted
n =

[

106.0 105.9 99.1 133.0
111.2 111.7 105.4 98.1

]⊤

,

Qfull
n =

[

107.4 103.4 99.3 133.8
114.7 107.6 102.4 98.0

]⊤

.

This permutation is consistent with the estimated observa-
tion O(θn) as below:

O(θn) =







.066 .934

.943 .057

.947 .053

.052 .948






, O(θ∗) =







.950 .050

.950 .050

.050 .950

.050 .950






.

B. Dynamic Policy with Partial Observations

When the model parameters of POMDP are given, the

Bayesian state belief filter can be used to make decisions

based on the state belief. The use of the Bayesian state belief

filter has demonstrated improved performance as compared

to the performance of the standard RL algorithms with partial

observation [5], [13].
After a certain stopping criterion is satisfied, we fix the pa-

rameter. The fixed POMDP parameters (Tθl ,Oθl ,Rθl , σθl)
are used in the following Bayesian state belief filter

un+1 =
T

⊤
θl
(an)B(yn; θl)un

b⊤(yn; θl)un

, (19)

where un = [un,1, un,2, . . . , un,I ]
⊤, and un,i = P (sn =

i|y0, y1, . . . , yn; θl).
The action a∗ is chosen based on the expectation of the

Q-function on the state belief distribution and the current
observation on

a∗ = argmaxa

I
∑

i

Qθl (s = i, a)P (sn = i|on,un; θl), (20)

where

P (sn = i|on,un; θl) =
P (on|sn = i; θl)un,i

∑I

j
P (on|sn = j; θl)un,j

.

Remark 7: Similar to output feedback control with state

observer, the policy in (20) uses a state predictor to choose

an action.

We tested the dynamic policy consisting of (19) and (20)

at every thousand steps of the parameter estimation. Each

test comprises 100 episodes of running the POMDP with

the policy. Each episode in the test takes 500 steps. Then

the mean rewards of total 100 × 500 steps are marked and

compared with the policies of the Q-learning with full state

observation and partial state observation [17]. Figure 4 shows

that the proposed HMM Q-learning performs better than the

Q-learning with partial observation.

V. CONCLUSION

We presented a model-based approach to the problem of

reinforcement learning with incomplete observation. Since

the controlled POMDP is an HMM, we invoked results from

Hidden Markov Model (HMM) estimation. Based on the

convergence of the HMM estimator, the optimal action-value

function Q∗(s, a) is learned despite the hidden states. The
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Fig. 4: mean rewards from Q-learning with full observation,

Q-learning with partial observation, and the proposed HMM

Q-learning.

proposed algorithm is recursive, i.e. only the current sample

is used so that there is no need for replay buffer, in contrast

to the other algorithms for POMDP [9], [10].

We proved the convergence of the recursive estimator

using the ergodicity of the underlying Markov chain for

the HMM estimation [15], [16]. The approach developed in

stochastic approximation [21] is used to show the conver-

gence of the estimators in spite of correlated data samples

and asynchronous update. Also, we presented a numerical

example where the simulation shows the convergent behavior

of the recursive estimator.
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APPENDIX

A. Convergence of the HMM estimation

The convergence result in [15] is briefly stated first. Then

we verify that the assumptions (C 1, C 2, C 3, C 4) from [15]

are satisfied for the HMM, which is the POMDP on finite

state-action set excited by the behavior policy.

The assumptions for the convergence of the HMM esti-

mator are given as follows:

C 1: The transition matrix Pθ∗ of the true parameter θ∗

is aperiodic and irreducible.

C 2: The mapping for the transition matrix θ → Pθ is

twice differentiable with bounded first and second derivatives

and Lipschitz continuous second derivative. Furthermore,

for any yn, the mapping θ → b(yn; θ) is three times

differentiable; b(yn; θ) is continuous on Y := O × R × A
for each θ ∈ Θ.

C 3: Under the probability measure corresponding to the

true parameter θ∗, the extended Markov chain5

{sn, yn,un, ωn}

associated with θ ∈ Θ is geometrically ergodic.

The ordinary differential equation (ODE) approach [21]

for the stochastic approximation is used to prove the conver-

gence. Rewrite (6) as

θn+1 = θn + ǫnS (yn,un, ωn; θn) + ǫnMn, (21)

5The update laws in (9), (10) determine the next un+1 and ωn+1 only
using the current un and ωn, so the extended chain is still Markov.

where Mn is the projection term, i.e. it is the vec-

tor of shortest Euclidean length needed to bring θn +
ǫnS(yn,un, ωn; θn) back to the constraint set H , if it escapes

from H . The ODE approach shows that the piecewise

constant interpolation over continuous time converges to the

ODE, which has an invariant set with desirable property. In

our problem, the set with maximum likelihood is desired. For

technical details on the ODE approaches, we refer to [21].

Define a piece-wise constant interpolation of θn as fol-

lows:

tn =

n−1
∑

i=0

ǫi, t0 = 0,

m(t) =

{

n; tn ≤ t < tn+1 for t ≥ 0

0 for t < 0.

Define the piece-wise constant process θ0(t) as:

θ0(t) =

{

θ0, for t ≤ 0

θn, for tn ≤ t < tn+1, for t ≥ 0.

Define the shifted sequence θn(·) to analyze the asymptotic

behavior:

θn(t) = θ0(tn + t), for t ∈ (−∞,∞).

Similarly, define M0(·) and Mn(·) by

M0(t) =

{

∑m(t)−1
i=0 ǫiMi, for t ≥ 0

0, for t < 0,

and

Mn(t) =

{

M0(tn + t)−M0(t), for t ≥ 0

−
∑n−1
i=m(tn+t) ǫiMi, for t < 0.

The ODE approach aims to show the convergence of the

piece-wise constant interpolation to the following projected

ODE:

θ̇ = H(θ) + m̃, θ(0) = θ0, (22)

where H(θ) = ES(yn,un, ωn; θ), and m̃(·) is the projection

term to keep θ in H . Here, the expectation E is taken with

respect to the stationary distribution corresponding to the true

parameter θ∗. Define the following set of points along the

trajectories:

LH = {θ; θ be a limit point of (22), θ0 ∈ H},

L̂H = {θ ∈ G1; H(θ) + m̃ = 0},

LML = {argmax l(θ)},

where l(θ) is the likelihood calculated with respect to the

stationary distribution corresponding to the true parameter

θ∗.

C 4 (see A2 in [15]): For each θ ∈ Θ,

{S(yn,un, ωn; θ)} is uniformly integrable,

E[S(yn,un, ωn; θ)] = H(θ), H(·) is continuous, and

S(yn,un, ωn; θ) is continuous for each (yn,un, ωn). There



exist nonnegative measurable functions ρ̃(·) and ρ̂(·), such

that ρ̃(·) is bounded on bounded θ set, and

|S(yn,un, ωn; θ)−S(yn,un, ωn;φ)| ≥ ρ̃(θ−φ)ρ̂(yn,un, ωn),

such that ρ̃(θ)→ 0 as φ→ 0, and

P



lim sup
n

m(tn+s)
∑

i=n

ǫiρ̂(yi,ui, ωi) < ∞



 = 1, for some s > 0.

Theorem 1 (see Theorem 3.4 in [15]): Assume C 1, C 2,

C 3, and C 4 hold. There is a null set Ñ , such that for

all ω /∈ Ñ , {θn(ω, ·),Mn(ω, ·)} is equicontinuous (in the

extended sense as in [21, p. 102]). Let (θ(ω, ·),M(ω, ·))
denote the limit of some convergent subsequence. Then the

pair satisfies the projected ODE (22), and θn converges to

an invariant set of the ODE in H .

We verify that the assumptions in Theorem 1 are satisfied

with the HMM. First, we make an assumption on the

behavior policy.

Assumption 1 is sufficient for C 1.

We verify C 2 as follows. The first part of the assumption

depends on the parametrization of the transition Pθ. The

exponential parametrization (or called Softmax function) for

Pθ is a smooth function of the parameter θ. So, Pθ is twice

differentiable with bounded first and second derivatives and

Lipschitz continuous second derivative. For the HMM model

in this paper, b(yn; θ) defined in (4) is a vector of density

functions of normal distribution multiplied by conditional

probabilities, i.e. bi(yn) = P (on|sn = i; θ)P (an|sn =
i; θ)p(rn, |sn = i, an; θ). Since the density model is given

by normal distribution, it is easy to see that b(yn; θ) is

three times differentiable, and the b(yn; θ) is continuous on

O × R×A with Euclidean metric.
C 3 states the geometric ergodicity of the extended Markov

chain {sn, yn, p̂n, ωn}. A sufficient condition for the ergod-
icity of the extended Markov chain is that C 1 holds, and

the following ∆
(0)
2 ,∆

(0)
4 are finite (see Remark 2.6 in [15]):

δ(s)(y) = sup
θ∈Θ

max
k1,...,ks∈{1,...,L}

maxi∈S |∂s
k1,...,ks

bi(y; θ)|

minj∈S bj(y; θ)
,

∆(s)
ι = sup

θ∈Θ
max
i∈S

∫

Y

[

δ(s)(y)
]ι

bi(y; θ)dy,

Γι = sup
θ∈Θ

max
i∈S

∫

Y

[

max
j∈S

| log bj(y; θ)|

]ι

bi(y; θ
∗)dy,

Ȳι = sup
θ∈Θ

max
i∈S

∫

Y

|r|ιbi(y; θ)dy.

(23)

To this end, we compute the bound on ∆
(0)
2 ,∆

(0)
4 in the

following lemma.

Lemma 1: ∆
(0)
2 and ∆

(0)
4 are finite.

Proof: We need to show that the following expressions
are bounded:

δ(0)(y) = sup
θ∈Θ

maxi∈S bi(y; θ)

minj∈S bj(y; θ)
,

∆
(0)
2 = sup

θ∈Θ
max
i∈S

∫

Y

[

δ(s)(y)
]2

bi(y; θ)dy,

∆
(0)
4 = sup

θ∈Θ
max
i∈S

∫

Y

[

δ(s)(y)
]4

bi(y; θ)dy,

(24)

for the bi(y; θ) given by

bi(y; θ) = p(y|s = i; θ)

= P (o|s = i; θ)P (a|s = i; θ)p(r, |s = i, a; θ)

= Oi,o µ(o)
1

√

2πσ2
θ

exp

(

−
(r −Ra,i)

2

2σ2
θ

)

,

where Oi,o :=
exp(oi,o)∑

J
j′=1

exp(oi,j′ )
, oi,j is the (i, j)th element of

Oθ, and Ra,i is the (a, i)th element of Rθ.
The following bounds hold for some γ0, γ1, γ2 > 0, since

the elements in the probability matrix Oθ are strictly positive,
and the values of Rθ verify

bi(y; θ)

bj(y; θ)

=
Oi,o

Oj,o

exp

(

−(r −Ra,i)
2 + (r −Ra,j)

2

2σ2
θ

)

≤
1

minj′ Oj′,o

exp

(

maxi,j |Ra,i −Ra,j | (|r|+maxi′ Ra,i′)

2σ2
θ

)

≤ γ0 exp(γ1|r|+ γ2).

Hence, δ(0)(y) <∞ for a fixed y = (o, r, a).

Calculating ∆
(0)
ι for ι ≥ 1, we have

∆(0)
ι = sup

θ∈Θ
max
i∈S

∫

Y

[

δ(s)(y)
]ι

bi(y; θ)dy

≤ sup
θ∈Θ

max
i,a

∫

R

γι
0 exp(ιγ1|r|+ ιγ2)







exp
(

−
(r−Ra,i)

2

2σ2
θ

)

√

2πσ2
θ






dr

≤ sup
θ∈Θ

max
i,a

∫ 0

−∞

γ3 exp(−γ4(r − λi,a)
2)dr

+ sup
θ′∈Θ

max
i′,a′

∫ +∞

0

γ3 exp(−γ5(r − λi′,a′)2)dr,

where γ3, γ4, γ5 > 0 and λi,a are calculated by simplifying

the terms. For all θ ∈ Θ, (i, a) ∈ S ×A, we have

∫

R

γ3 exp(−γ4(r − λi,a)
2)dr <∞,

since the integrand is given in the form of normal distribu-

tion. Hence ∆
(0)
ι <∞ for ι ≥ 1.

To verify uniform integrability and Lipschitz continuity in

C 4, a sufficient condition is that ∆
(1)
ι , Γ2, and Ȳ2 are finite

for all ι ≥ 0 (see Remark 3.1 in [15]). Next lemma proves

that result.

Lemma 2: ∆
(1)
2 , Γ2, and Ȳ2 are finite.

Proof: First, we need to show that ∆
(1)
2 , given by

∆
(1)
2 = sup

θ∈Θ
max
i∈S

∫

Y

[

δ(1)(y)
]2

bi(y; θ)dy,

where

δ(1)(y) = sup
θ∈Θ

max
l∈{1,...,L}

maxi∈S |∂θ(l)bi(y; θ)|

minj∈S bj(y; θ)

is bounded. Calculating
|∂

θ(l)
bi(y;θ)|

bj(y;θ)
for each θ(l) ∈



{oi,j ,Ra,i, σθ}, we have:

|∂oi,j
bi(y; θ)|

bj(y; θ)
=

{

(1−Oi,j)
|bi(y;θ)|
bj(y;θ)

, for j = o

Oi,j
|bi(y;θ)|
bj(y;θ)

, for j 6= o,

|∂Ra,i
bi(y; θ)|

bj(y; θ)
=

(r −Ra,i)

σ2
θ

|bi(y; θ)|

bj(y; θ)
,

|∂σθ
bi(y; θ)|

bj(y; θ)
= −

(

2(r −Ra,i)
2 + σ2

θ

σ3
θ

)

|bi(y; θ)|

bj(y; θ)
.

In the proof of Lemma 1, we showed that
|bi(y;θ)|
bj(y;θ)

≤

γ0 exp(γ1|r| + γ2). Using integration by parts, it is easy

to verify that
∫

R
rι exp(−r2)dr < ∞ for ι ∈ {1, 2, . . .}.

Using the calculated bounds, it is straightforward to show

that ∆
(1)
2 <∞.

Secondly, we need to show that Γ2, given by

Γ2 = sup
θ∈Θ

max
i∈S

∫

Y

[

max
j∈S
| log bj(y; θ)|

]2

bi(y; θ
∗)dy

is bounded. Indeed, its boundedness follows from the fact

that

| log bj(y; θ)| ≤ (r −Ra,i)
2 + γ

holds for some constant γ > 0, and
∫

R
rι exp(−r2)dr <∞

for ι ∈ {1, 2, . . .}, Γ2 <∞.

Lastly, Ȳ2, given by

Ȳ2 = sup
θ∈Θ

max
i∈S

∫

Y

|r|2bi(y; θ)dy

is bounded, since
∫

R
rι exp(−r2)dr <∞ for ι ∈ {1, 2, . . .}.

Now, we have verified C 1, C 2, C 3, and C 4 for The-

orem 1, which states the convergence of θn to an invariant

set. �

B. Convergence of the Q-function Estimation with the HMM

State Predictor

We invoke the convergence result for asynchronous update

stochastic approximation algorithm from [21].

1) Preliminaries: For α = 1, . . . , r, let

θǫn+1,α = Π[aα,bα]

[

θǫn,α + ǫY ǫn,α
]

= θǫn,α + ǫY ǫn,α + ǫZǫn,α

define the scaled interpolated real-time τ ǫn,α as follows:

τ ǫn,α = ǫ

n−1
∑

i=0

δτ ǫi,α,

where δτ ǫn,α denotes the real-time between the nth and the

(n+1)th update of the αth component of θ. Let θǫα(·) denote

the interpolation of {θǫn,α, n <∞} on [0,∞), defined by

θǫα = θǫn,α on [nǫ, nǫ+ ǫ),

τ ǫα = τ ǫn,α on [nǫ, nǫ+ ǫ).

Define the real-time interpolation θ̂α(t) by

θ̂ǫα(t) = θǫn,α, t ∈ [τ ǫα, τ
ǫ
n+1,α).

A 1: {Y ǫn,α, δτ
ǫ
n,α; ǫ, α, n} is uniformly integrable.

A 2: There are real-valued functions gǫn,α(·) are continu-

ous, uniformly in n, ǫ and random variables βǫn,α, such that

Eǫn,αY
ǫ
n,α = gǫn,α(θ̂

ǫ(τ ǫ,−n+1,α), ξ
ǫ
n,α) + βǫn,α, (25)

where

{βǫn,α;n, ǫ, α} is uniformly integrable.

A 3: limm,n,ǫ
1
m

∑n+m−1
i=n Eǫn,αβ

ǫ
i,α = 0 in mean.

A 4: There are strictly positive measurable functions

uǫn,α(·), such that

Eǫ,+n,αδτ
ǫ
n+1,α = uǫn+1,α(θ̂

ǫ(τ ǫn,α), ψ
ǫ
n+1,α). (26)

A 5: gǫn,α(·, ξ) is continuous in θ, uniformly in n, ǫ and

in ξ ∈ A.

A 6: uǫn,α(·, ψ) is continuous in θ, uniformly in n, ǫ and

in ψ ∈ A+.

A 7: The set {ξǫn,α, ψ
ǫ
n,α;n, α, ǫ} is tight.

A 8: For each θ

{gǫn,α(θ, ξn,α), u
ǫ
n,α(θ, ψ

ǫ
n,α); ǫ, n} (27)

is uniformly integrable.

A 9: There exists a continuous function ḡα(·), such that

for each θ ∈ H , we have

lim
m,n,ǫ

1

m

n+m+1
∑

i=n

Eǫn,α[g
ǫ
i,α(θ, ξ

ǫ
i,α)− ḡα(θ)]I{ξǫn∈A} = 0

in probability, as n and m go to infinity and ǫ→ 0.

A 10: There are continuous, real-valued, and positive

functions ūα(·), such that for each θ ∈ H:

lim
m,n,ǫ

1

m

n+m+1
∑

i=n

Eǫ,+n,α[u
ǫ
i+1,α(θ, ψ

ǫ
i+1,α)−ūα(θ)]I{ψǫ

n∈A+} = 0

in probability, as n and m go to infinity and ǫ→ 0.

Theorem 2 (see Theorem 3.3 and 3.5 of Ch. 12 in [21]):

Assume A 1 - A 10 hold. Then

{θǫα(·), τ
ǫ
α(·), θ̂

ǫ
α(·), N

ǫ
α(·), α ≤ r}

is tight in D4r[0,∞). Let ǫ index a weakly convergent

subsequence, whose weak sense limit we denote by

(θǫα(·), τ
ǫ
α(·), θ̂

ǫ
α(·), N

ǫ
α(·), α ≤ r).

Then the limits are Lipschitz continuous with probability 1

and

θα(t) = θ̂α(τα(t)), θ̂α(Nα(t)), (28)

Nα(τα(t)) = t. (29)

Moreover,

τα(t) =

∫ t

0

ūα(θ̂(τα(s))ds,

θ̇α(t) = ḡα(θ̂(τα(t))) + zα(t),

˙̂
θα =

ḡα(θ̂)

ūα(θ̂)
+ ẑα, α = 1, . . . , r, (30)



where zα and ẑα serve the purpose of keeping the paths

in the interval [aα, bα]. On large intervals [0, T ], and after

a transient period, θ̂ǫ(·) spends nearly all of its time (the

fraction going to 1 as ǫ → 0) in a small neighborhood of

LH .

Remark 8: For decreasing step size, e.g. ǫn = 1/na, a ∈
(0, 1], Theorem 4.1 of Ch. 12 in [21] state that the same

results in Theorem 3.5 of Ch. 12 in [21] holds under

the same assumptions (see the comment on the step-size

sequence in [21, p.426]).

2) Convergence of the Q estimation using stochastic ap-

proximation: Next we state the main result of this work:

the convergence of the Q estimation using state prediction.

The recursive estimator of Q∗(s, a), defined in the previous

section, is written in the following stochastic approximation

form [21]:

Qn+1,α = ΠBQ
[Qn,α + ǫnYn,α] , (31)

where α denotes indices of the parameter of Q, to be
updated, and depends on the current action an,

Yn,α = Gα(Qn, ξn) =












∑I

j
p̂n(1, j) (rn + γmaxa′ qn(j, a

′)− qn(1, an))
∑I

j
p̂n(2, j) (rn + γmaxa′ qn(j, a

′)− qn(2, an))
...

∑I

j
p̂n(I, j) (rn + γmaxa′ qn(j, a

′)− qn(I, an))













,
(32)

while ξn denotes the estimated state transitions p̂(i, j) for

all i, j ∈ S calculated in (14). Now we verify A 1 - A 10 for

the Q-function estimator in (16).

For A 1, we need to show that Y ǫn,α = Gα(qn, ξn) in (32)

is uniformly integrable. Most terms in Gα(·) are bounded,

p̂(i, j) ∈ [0, 1], qn(s, a) is bounded due to the projection

ΠBQ
, rn is the sample of R(sn, an) = r(sn, an) + δ,

where δ is i.i.d. normal distributed random variable as

defined in the POMDP model. Due to the normal dis-

tribution and the bounded qn(·) & p̂(·), we know that

P |Yn| <∞ = 1. Hence, Yn is uniformly integrable, i.e.

limK→∞ supnE|Yn|I{|Yn|≥K} = 0. The we need to show

that δτ ǫn,α is uniformly integrable. According to Assump-

tion1, the probability of not choosing an action for in-

finitely long is zero. So δτ ǫn,α is uniformly integrable, i.e.

limK→∞ supnE|δτ
ǫ
n,α|I{|δτǫ

n,α|≥K} = 0. Hence, A1 holds.

For A 2, write Eǫn,αY
ǫ
n,α = gǫn,α(θ̂

ǫ(τ ǫ,−n+1,α), ξ
ǫ
n,α) + βǫn,α

with the Q-function estimator in (31) as

Eǫ
n,αY

ǫ
n,α

=









∑I

j
p̂n(1, j) (rn + γmaxa′ qn(j, a

′)− qn(1, an))
..
.

∑I

j
p̂n(I, j) (rn + γmaxa′ qn(j, a

′)− qn(I, an))









= gǫn,α(θ̂
ǫ(τ ǫ,−

n+1,α), ξ
ǫ
n,α) + 0,

(33)

where ξǫn,α = (rn, an, (p̂n(i, j))) and θǫ corresponds to

q(i, a). From the above equation, it is easy to see that gǫn,α(·)
is real valued continuous function, and βǫn,α = 0, so it is

trivially uniformly integrable.

A 3 is trivially satisfied, since βǫn,α = 0.

For A 4, we verify it using Assumption 1 on the behavioral

policy. We use the same argument from [15, p.440]. Let {ψǫn}
denote the sequence of observation, which is used to generate

actions by the behavior policy in Assumption 1. According

to the assumption, the probability that an arbitrary chosen

action can be strictly positive can be verified as follows.

Suppose that there are n0 < ∞ and δ0 > 0, such that for

each state pair i, j we have:

inf P{ψǫn+k = j, for some k ≤ n0|ψ
ǫ
n = i} ≥ δ0. (34)

Define uǫn+1,α by

Eǫ,+n,αδτ
ǫ
n+1,α = uǫn+1,α,

and recall that δτ ǫn,α denotes the time interval between the

nth and (n + 1)th occurrences of the action index α. Then

(34) implies that {δτn,α} are uniformly bounded (but greater

than 1), i.e. the expected recurrence time of each action index

is finite.

Verifying A 5 easily follows from (33). The the function in

(33) consists of basic operations such as addition, multipli-

cation and max operator, which guarantee continuity of the

function.

Verification of A 6 also follows trivially due to the fact that

the behavior policy and the state transition do not depend

on θ, which is q(s, a), since it is off-policy learning.

For A 7, we state the definition of tightness.

Definition 1 (tightness of a set of random variables):

Let B be a metric space. Let B denote the minimal

σ-algebra induced on B by the topology generated by the

metric. Let {An, n < ∞} and A be B-valued random

variables defined on a probability space (Ω, P,F). A set

{An} of random variables with values in B is said to be

tight, if for each δ > 0 there is a compact set Bδ ⊂ B, such

that

sup
n
P{An /∈ Bδ} ≤ δ. (35)

Notice that

ξǫn,α = ξǫn = (rn, an, (p̂n(i, j))),

ψǫn,α = ψǫn = on,

where an, on, p̂n(·) are bounded, and rn is the sum of

bounded r(s, a) and i.i.d. Gaussian noise. Hence, the tight-

ness (boundedness in probability) of {ξǫn,α, ψ
ǫ
n,α;n, α, ǫ} is

straightforwardly verified.

We have checked the boundedness of {gǫn,α(·)}, {u
ǫ
n,α(·)},

when we verified A 5 and A 6 above. So uniform integrability

in A 8 is verified.

When we verified C 3, the geometric ergodicity of the

extended Markov chain {sn, yn, p̂n, ωn} was proven. Due to

the ergodicity, both ξǫn,α and ψǫn,α converge to the stationary

distribution. Hence, A 9 and A 10 hold.

Now, we have verified A 1 - A 10 in Theorem 2. Accord-
ingly, the iterate of the estimator converges to the set of the
limit points of the ODE in (30), and qn(s, a) converges to



the solution of the following ODE:









q̇1,a
q̇2,a

...
q̇I,a









=
1

ūa













∑I

j p̄(1, j)(r̄ + γmaxa′ qj,a′ − q1,a)
∑I

j p̄(2, j)(r̄ + γmaxa′ qj,a′ − q2,a)
.
..

∑I

j
p̄(I, j)(r̄ + γmaxa′ qj,a′ − qI,a)













+ ẑa.

We first ignore ẑa and define the operator F (Q) =
[Fi,a(Q)]i,a with

Fi,a(Q) =
I

∑

j

p̄(i, j)
∑I

k p̄(i, k)
(r̄ + γmax

a′
(qj,a′)),

where Q = [qi,a]i,a =









. . .

qi,a
. . .









, and

Θi,a :=

∑N

k p̄(i, k)

ūa
.

Then, the ODE is expressed as Q̇ = Θ ◦ (F (Q)−Q), where

◦ is the Hadamard product. Using the standard proof for

the Q-learning convergence [24], we can easily prove that

F is a contraction in the max-norm ‖ · ‖∞. If we consider

the ODE Q̇ = F (Q) − Q, the global asymptotic stability

of the unique equilibrium point is guaranteed by the results

in [25]. Returning to the original ODE Q̇ = Θ ◦ (F (Q) −
Q), we can analyze its stability in a similar way. Define

the weighted max-norm ‖A‖Θ−1,∞ := maxi,j Θ
−1
ij Aij for a

matrix A. Then, Θ ◦ F is a contraction with respect to the

norm ‖A‖Θ−1,∞. Using this property, we can follow similar

arguments of the proof of [25, Theorem 3.1] to prove that

the unique fixed point Q∗ of F (Q∗) = Q∗ is a globally

asymptotically stable equilibrium point of the ODE Q̇ =
Θ ◦ (F (Q)−Q). �
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