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Abstract— The paper proposes a distributed event-
triggered consensus approach for linear multi-agent
systems with guarantees over rate of convergence,
resilience to control gain uncertainties, and Pareto
optimality of design parameters, namely, the event-
triggering threshold (ET) and control gain. The event-
triggered consensus problem is first converted to
stability problem of an equivalent system. The Lya-
punov stability theorem is then used to incorporate
the performance constraints with the event-triggered
consensus. Using an approximated linear scalarization
method, the ET and the control gain are designed
simultaneously by solving a convex constrained op-
timization problem. Followed by some preliminary
steps, the optimization can be performed locally, i.e.,
no global information is required. The effectiveness of
the proposed approach is studied through simulations
for an experimental multi-agent system.

Index Terms– Event-triggered consensus, Con-
vex optimization, Performance guarantees.

I. Introduction
Among cooperative behaviours in multi-agent systems,

consensus [1], [2] has attracted overwhelming attention
due to its widespread application in several engineering
domains of significant importance including, but not lim-
ited to, control of autonomous vehicles such as unmanned
aerial vehicles (UAV) [3] and autonomous underwater
vehicles (AUV) [4]. To preserve the valuable on-board
energy resources allocated to each agent, event-triggered
strategies have been recently developed to decrease data
transmission and/or control input updates in the consen-
sus process. Numerous event-triggered schemes [5] have
been recently implemented for a wide variety of consen-
sus problems from different perspectives. Despite intro-
ducing several advantageous properties, existing event-
triggered consensus strategies face at least one of the
following three shortcomings:

Firstly, it is a common assumption in the context
of event-triggered consensus that the control gains are
implementable with infinite precision. Beside the round-
off error, it is widely known that the control parame-
ters are often subject to uncertainties due to physical
constraints [6]. The uncertainties in realization of the
control gains can cause considerable performance dete-
rioration. In this regard, resilient (non-fragile) control
design techniques, which take into account the uncer-
tainties of the controller realization, are considered in
various control problems [6], [7]. We note that since
non-real-time and limited neighbouring information is

used in event-triggered schemes, the closed-loop system is
more vulnerable to such uncertainties. To the best of our
knowledge, however, distributed implementation of non-
fragile control design has not yet been investigated for
event-triggered consensus. The paper addresses this gap.

Secondly, the implementation of an event-triggered
scheme often requires a control gain, used by the con-
trol law, and an event-triggering threshold (ET) used
by the event detectors. Due to interactive operation of
the control law and event-detectors that mutually affect
consensus performance, design of the ET and control gain
should be accomplished through a unified framework. As
the second limitation in most strategies, control gain is
either assumed a priori [8], [9] or designed as the first step
based on different interpretations of Hurwitz stability.
Then, as the second step, an operating region is devel-
oped for the ET [10]–[12] which depends on the first step
(i.e., the control gain design). In an impartial approach,
however, the ET and control gain should be designed
simultaneously w.r.t an objective function considering
both parameters. As stated in [5], it is a challenging
issue to design both the ET and control gain in a unified
framework. The non-existence of an efficient approach to
co-design these parameters through a distributed single
step optimization is the second motivation of this work.

Third, an important issue in distributed networked
control systems is the convergence rate of the proposed
implementation to the desired objective [13]. In this
regard, a flexible rate or a finite-time convergence is of
great importance. Most existing event-triggered consen-
sus approaches, however, ensure only an asymptotic con-
vergence rate which may be conservative in some cases.
We note that ensuring a minimum rate of consensus in
general multi-agent systems is a non-trivial task when
the transmission scheme is event-triggered.

In summary, the key contributions of the paper are
threefold: (i) The proposed approach is resilient to con-
trol gain uncertainties and guarantees a desired expo-
nential rate of consensus. (ii) Consensus parameters, i.e.,
the ET and control gain, are computed simultaneously
through a convex constrained optimization problem. An
approximated linear scalarization objective function is
proposed to optimize consensus parameters. (iii) In con-
trast to our previous work [14], the optimization stage
in this paper only requires some parameters that can be
estimated locally. Therefore, no fusion center is needed
to perform the optimization. Moreover, complexity of the



proposed optimization is irrespective of the network size
which vastly improves scalability of the approach.

II. Preliminaries and Problem Statement
Throughout the paper, a bold alphabet indicates either

a matrix or a vector, and normal letters stand for scalars.
In Table I, we list necessary notation used in the paper.

Consider a general linear time-invariant multi-agent
system described by the following dynamics

ẋi(t) = Axi(t) +Bui(t), (1 ≤ i ≤ N), (1)

where xi(t)∈Rn and ui(t)∈Rm are, respectively, the
state and control input. The pair (A,B) is control-
lable. The consensus problem is said to be solved
iff limt→∞‖xi(t)−xj(t)‖= 0, (1≤ i, j≤N) [10]. Through
an undirected connected network, the agents share their
state values within their neighbourhood to achieve con-
sensus. To reduce data transfer, an event-detector is
incorporated with each agent. The event-detector at
node i monitors an ‘event-triggering condition’ to de-
termine whether or not to transmit the real-time state
value xi(t). If the event detector detects an event at time
instant tik[i] (superscript i indicates node i, and subscript
k[i] = 0, 1, · · · denotes the sequence of events for agent i),
then node i transmits xi(tik[i] ) to its neighbours. Upon
receiving xi(tik[i] ), agent j, (j ∈Nj), updates its database.
This state value, i.e., xi(tik[i] ), is used at node j until
the next event is triggered from node i. Let x̂i(t) ,
xi(tik[i] ), t∈ [ tik[i] , tik[i]+1 ). The disagreement for agent i,
(1≤ i≤N), is defined as follows

Xi(t) =
∑
j∈Ni

ai,j (Λi(t)x̂i(t)−Λj(t)x̂j(t)) , (2)

where Λi(t) = eA(t−ti
k[i] ). Note that Λi(t)x̂i(t) is an open-

loop estimate of xi(t) in t∈ [ tik[i] , tik[i]+1 ) [15]. Allowing
all agents to transmit their initial state values xi(0) to
the neighbours, the norm of Xi(t) is used in the local
event detectors to determine the next event. Given tik[i] ,
the next event for agent i, (1≤ i≤N), is triggered based
on the following event-triggering condition

tik[i]+1 = inf { t > tik[i] : ‖ei(t)‖−φ ‖Xi(t)‖≥ 0}. (3)

Scalar φ> 0 is the ET to be designed.
Vector ei(t) = Λi(t)x̂i(t)−xi(t), (1≤ i≤N), denotes
the state error. The following distributed control law [15]
is proposed as the forcing term for (1)

ui(t) = (K + ∆Ki(t))Xi(t), (1≤ i≤N). (4)

TABLE I: Mathematic and graph notation.

Nota-
tion Definition Nota-

tion Definition

‖.‖ Frobenius norm (.)† Pseudo inverse

A>0 Matrix A is symme-
tric positive definite 1n

Column vector of order n
with all entries equal to 1

I Identity matrix 0 Zero matrix
⊗ Kronecker product A={ai,j} Weighted adjacency matrix
L Laplacian matrix Ni Set of neighbours for node i

Matrix K ∈Rm×n is the control gain to be designed. The
time-varying matrix ∆Ki(t) represents uncertainties in
the control gain which often happen due to implemen-
tation constraints, actuator faults, system modeling and
digitalization errors [6].

Assumption 1. The uncertainty ∆Ki(t) satisfies
‖∆Ki(t)‖≤ δi, (1≤ i≤N), for t> 0, where δi is a local
predetermined desired resilience level for K.

Design Objectives: It is evident from (3) that an
extremely small φ leads to almost constant transmission,
whereas an extremely large φ may delay achievement of
consensus (due to lack of sufficient amount of transmis-
sion) or even endanger the closed-loop stability. There-
fore, the value of φ which does not prevent a desired rate
of consensus and, at the same time, efficiently reduces the
transmission load is of great importance. On the other
hand, although a large norm for K can often accelerate
the consensus convergence, it forces undesirable large
control inputs. It can also be shown (Remark 2) that
larger control gains result it more dense events. Due
to such interaction between the design parameters, we
propose a unified optimization framework to simulta-
neously optimize φ and K w.r.t a proposed objective
function. The design objectives can, therefore, be consid-
ered in threefold: (i) Upper-bound the rate of consensus
convergence by an exponentially decreasing term; (ii)
Guarantee resilience to some level of uncertainty in the
control gain, and; (iii) Limit the norm of K (to prevent
large control inputs and reduce the number of events)
and enlarge φ (to reduce the number of events).

III. problem formulation

Let x(t)=[xT
1(t), . . . ,xT

N(t)]T , x̂(t)= [x̂T
1(t), . . . , x̂T

N(t)]T ,
and e(t) = [ eT

1 (t) , . . . , eT
N(t) ]T . Accordingly,

e(t)=Λ(t)x̂(t)−x(t), with Λ(t)=diag(Λ1(t), . . . ,ΛN (t)).
Below is the closed-loop system from (1) and (4)

ẋ(t) = (A[N ] +B[N ]K̄L[n])x(t) +B[N ]K̄L[n] e(t), (5)

where A[N ]= IN ⊗A, B[N ]= IN ⊗B, K̄ =K[N ] + ∆K ,
and L[n]=L⊗ In, with K[N ] = IN ⊗K, and ∆K =
diag ( ∆K 1(t) , . . . , ∆KN(t) ). From Assumption 1, it
holds that ‖∆K‖ ≤ δ where δ=

√
N max

1≤i≤N
δi.

A. Consensus to Stability: A widely used approach
to solve consensus is to convert the original consensus
problem to stability problem of an equivalent system [11].
In this regard, the following state transformation is used
to convert the consensus problem into stability problem

x[r](t) = L̂[n]x(t). (6)

where L̂[n]= L̂ ⊗ In, and L̂∈R(N−1)×N is obtained by
removing one arbitrary row from L. According to [14,
Lemma 1], if the system expressed by (6) is stable then
consensus is achieved in (5). Using (6), we convert (1) to



the following system

ẋ[r] (t) =
(
A[N̂ ] +B[N̂ ]K[N̂ ]L[n] + L̂[n]B[N ]∆KL[n]

)
x[r] (t)

+
(
L̂[n]B[N ]K[N ] + L̂[n]B[N ]∆K

)
L[n] e(t), (7)

where A[N̂ ] = IN−1⊗A, B[N̂ ] = IN−1⊗B,
K[N̂ ] = IN−1⊗K, L[n] =L⊗ In, and L[n] = L⊗ In, with
L= L̂LL̂†, and L =LL̂†. Without loss of generality and
for brevity, we remove row N from L to obtain L̂. The
exponential stability is defined in what follows.

Definition 1. Exponential Stability [16]: Given a conver-
gence rate ζ > 0, system (7) is said to be ζ-exponentially
stable if there exists scalar η > 0 such that x[r](t) satisfies
‖x[r](t) ‖≤ η e−ζt‖x[r](0) ‖, (t≥ 0), for any x[r](0).

According to consensus definition and transforma-
tion (6), the exponential stability for system (7) is equiv-
alent to exponential consensus for (5).

To incorporate the event-triggering condition (3) with
system (7), one should express (3) with respect to x[r] (t)
and e(t). Between two consecutive events for agent i, it
holds that ‖ei(t)‖≤ φ‖Xi(t)‖. In a collective fashion, the
following element-wise inequality is derived from (3)

e[nr] ≤ φX[nr], (8)

where e[nr] = [ ‖e1(t)‖, . . . , ‖eN (t)‖ ]T , X[nr] =
[ ‖X1(t)‖, . . . , ‖XN (t)‖ ]T . The following Lemma is pro-
posed to convert (3) in the desired form.

Lemma 1. LetM = [ IN−1 , 1N ]T . If a certain value
for φ satisfies the following entry-wise inequality

e[nr] ≤ φM X̂
[nr]
, (9)

with X̂
[nr]

= [‖X1(t)‖, . . . , ‖XN−1(t)‖]T, it also satisfies (8).

Proof. Since X(t) is formed by the row space of L,
a specific element in X(t), e.g., XN(t), is linearly de-
pendent on other elements of X(t). More precisely,
XN(t) =α1X1(t) + · · · +αN−1XN−1(t). For a symmetric
connected network, it can be shown that αj =−1,
(1≤ j≤N−1). As a result, it holds that ‖XN(t)‖ ≤
‖X1(t)‖ + · · · + ‖XN−1(t)‖. Accordingly, the following
inequality is derived from (8)

e[nr] ≤ φX[nr] ≤ φM X̂
[nr]
. (10)

Therefore, if (9) is satisfied for a specific φ, inequality (8)
is also satisfied using the same value of φ.

Lemma 2. Based on definition of L, L, and L̂, these
inequalities hold: i) λmin(L) =λ2, ii) λmax(L̂) ≤ λN ,
iii) λmax(L) ≤ λN , where λ2 is the second smallest and
λN is the largest eigenvalue of L.

To save on space, we omit proof of Lemma 2. We
remove the time argument from vectors x[r] (t) and e(t)
to improve readability.

B. Parameter Design: Using the following theorem,
we simultaneously compute the ET φ and control gainK.

Theorem 1. Given desired ζ and δ, the ET φ and con-
trol gain K are computed from the following equations

φ =
√
τ4−1γ−1, K = B†P−1Ω. (11)

The validity of (11) is conditioned on the existence of
symmetric negative definite matrix Ω∈Rn×n, symmetric
positive definite matrix P ∈ Rn×n, positive scalars γ, τc,
(1≤ c≤ 4), εj , (1≤ j≤ 3), and θc, (1≤ c≤ 4), satisfying
the following minimization problem

min
Ω,P,γ,τc,εj ,θc

F = θ1 + θ2 + θ3 + θ4, (12)

S.t:

Ψ=


Ψ11 0 0 0 I ‖M[n]‖I 0 Ω 0
∗ Ψ22 0 0 0 0 0 0 0
∗ ∗ −τ1I 0 0 0 P 0 0
∗ ∗ ∗ Ψ44 0 0 0 0 0
∗ ∗ ∗ ∗ −τ3I 0 P 0 0
∗ ∗ ∗ ∗ ∗ −γI 0 0 ‖M[n]‖I
∗ ∗ ∗ ∗ ∗ ∗ −ε1I 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε3I

< 0,

(13)[
θ1I I
∗ P

]
> 0,

[
−θ2I ΩT

∗ −I

]
< 0, (14)

τ4 − θ3 < 0, γ − θ4 < 0, (15)

where Ψ11 = ATP + PA + 2λ2Ω + τ1δ
2λ2
NI + 2ζP +

ε1λ
2
NBB

T , Ψ22 = (−τ4 + ε3λ
2
N + τ3λ

2
Nδ

2 + τ2λ
2
N )I,

and Ψ44 = (−τ2 + ε2λ
2
N )I. Using parameters (11), con-

sensus is achieved at the desired ζ−exponential rate
with η=λmax(P)/λmin(P). The following inequalities are
guaranteed for the minimized objective function F

KKT ≤ θ2
1 θ2B

†B†
T
, φ≥ (θ3 θ4)

−1
2 . (16)

Proof. To develop the ζ-exponential stability conditions
for (7), we consider the following inequality

V̇ (t) + 2ζV (t) < 0, (17)

where V (t) = xT[r] P[N̂ ] x[r] with P[N̂ ] = IN−1⊗P. From (17),
it holds that

λmin(P)‖x[r]‖2≤V (t)<V (0) e−2ζt≤λmax(P) e−2ζt‖x[r](0)‖2.

The above inequalities lead to exponential stability,
with the previously defined η. Therefore, inequality (17)
is the sufficient constraint to ensure ζ-exponential
stability for (7). Let α= [xT[r], eT ,σT1 ,σT2 ,σT3 ]T , with
σ1 = ∆KL[n] x[r], σ2 =L[n] e, and σ3 = ∆KL[n] e. With re-
spect to α, we expand (17) as follows

αT

[
Ψ̄11 0 P[N̂ ]B[N̂ ]L̂[m] Ω[N̂ ]L̂[n] P[N̂ ]B[N̂ ]L̂[m]

∗ 0 0 0 0
∗ ∗ 0 0 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0

]
α< 0. (18)

where Ψ̄11=AT
[N̂ ]P[N̂ ]+P[N̂ ]A[N̂ ] + 2ζP[N̂ ] + Ω[N̂ ]L[n] + (Ω[N̂ ]L[n])T

and L̂[m] = L̂⊗Im, with Ω =PBK and Ω[N̂ ] = IN−1⊗Ω.
Based on definition of σj , (1≤j≤ 3), and using Lemma 2,
we formulate the following quadratic constraints

σT1 σ1 =xT[r] LT
[n] ∆

T
K ∆K L[n]x[r]≤ δ2 λ2

N x
T
[r]x[r], (19)

σT2 σ2 = eT LT[n]L[n] e ≤ λ2
N e

T e, (20)
σT3 σ3 = eTLT[n]∆

T
K∆KL[n] e≤ δ2λ2

N e
T e. (21)



Furthermore, the event-triggering constraint (9) can be
re-written in the following quadratic form

eT e≤
(
M[n]L̂[n]Λ(t) x̂(t)

)T
φ2
(
M[n]L̂[n]Λ(t) x̂(t)

)
, (22)

Using Λ(t)x̂(t) = e(t) +x(t), the following inequality is
obtained from (22)

eT e≤ (x[r] + L̂[n]e)TMT
[n]φ

2M[n](x[r] + L̂[n]e )
≤ ‖M[n]‖2(x[r]+L̂[n]e)Tφ2(x[r] + L̂[n]e). (23)

Considering decision variables τc, (1≤ c≤ 4), we use the
S-procedure Lemma [17, Section 2.6.3] to, respectively,
include (19), (20), (21), and (23) in (18). The following
matrix inequality is then obtained by applying the Schur
complement Lemma [17, Section 2.1] and pre and post-
multiplying the resulting matrix inequality with Y =
diag (I, I, I, I, I, τ−1

4 φ−1I)
Ψ̂11 0 P[N̂ ]B[N̂ ]L̂[m] Ω[N̂ ]L̂[n] P[N̂ ]B[N̂ ]L̂[m] ‖M[n]‖I
∗ Ψ̂22 0 0 0 ‖M[n]‖L̂T

[n]

∗ ∗ −τ1I 0 0 0
∗ ∗ ∗ −τ2I 0 0
∗ ∗ ∗ ∗ −τ3I 0

∗ ∗ ∗ ∗ ∗ −τ−1
4 φ−2I

<0, (24)

where Ψ̂11 = Ψ̄11 + τ1λ
2
Nδ

2I, and Ψ̂22 = (τ2λ2
N +

τ3λ
2
Nδ

2 − τ4)I. Due to product of decision variables
in τ−1

4 φ−2, the matrix inequality (24) is not affine.
Using γ, τ−1

4 φ−2 as an alternative variable, inequal-
ity (24) becomes affine with respect to γ. The matrix
inequality (24) is the sufficient constraint to guarantee
resilient ζ-exponential event-triggered consensus for (7).
However, global information is required to compute L
and its variants. Using Lemma 2 and under condition
Ω< 0, it holds that Ω[N̂ ]L[n] + (Ω[N̂ ]L[n])T ≤ 2λ2ΩI Next,
we alter matrix inequality (24) to the following structure

Ψ̃ +
3∑

j= 1
ST
j Rj +

3∑
j= 1

RT
j Sj < 0, (25)

where

Ψ̃ =


Ψ̃11 0 0 0 0 ‖M[n]‖I
∗ Ψ̂22 0 0 0 0
∗ ∗ −τ1I 0 0 0
∗ ∗ ∗ −τ2I 0 0
∗ ∗ ∗ ∗ −τ3I 0
∗ ∗ ∗ ∗ ∗ −γI

 , (26)

with Ψ̃11 =AT
[N̂ ]P[N̂ ]+P[N̂ ]A[N̂ ] + 2ζP[N̂ ] +2λ2ΩI+τ1λ2

Nδ
2I,

and S1= [ 0,0,P[N̂ ],0,P[N̂ ],0 ], R1= [B[N̂ ]L̂[m],0,0,0,0,0 ],
S2= [ ΩI, 0, 0, 0, 0, 0 ], R2 = [ 0, 0, L̂[n], 0, 0, 0 ],
S3= [ 0,0,0,0,0, ‖M[n]‖I ], and R3= [ 0, L̂[n],0,0,0,0 ].
According to [18, Lemma 2.1], inequality (25) holds iff
there exist positive scalars εj , (1≤ j≤ 3), such that

Ψ̃ +
3∑

j= 1
ε−1
j ST

j Sj +
3∑

j= 1
εj RT

j Rj < 0. (27)

Let R̄1 = [λNB,0,0,0,0,0 ] R̄2 = [ 0,0, λNI, 0, 0, 0 ],
and R̄3 = [ 0, λNI,0,0,0,0 ]. Then, it holds that
RT
j Rj ≤ R̄T

j R̄j , (1≤ j≤ 3). Therefore, if the following
inequality is guaranteed, then (27) is also guaranteed

Algorithm 1 . Performance Constrained Dis-
tributed Event-trigged Consensus.
I. Parameter Design: (D1 -D3)
D1. Preliminaries: Use an average consensus [2] to agree

on ζ. Use distributed approaches such as [21]–[23] to
locally estimate δ, N , λ2, and λN .

D2. Optimization: Using a semidefinite programming
(SDP) solver, solve (12) for given ζ and δ.

D3. Feasibility Verification: If a solution exists for (12),
compute φ and K from (11). Otherwise, reduce ζ and/
or δ. Then, repeat step D2.

II. Execution: (E1 and E2)
E1. Initialization: All agents transmit their initial state

values xi(0) to the neighbours.
E2. Consensus process: Using designed K for (4) and φ

for (3) the states of the agents approach a consensus.

Ψ̃ +
3∑

j= 1
ε−1
j ST

j Sj +
3∑

j= 1
εj R̄T

j R̄j < 0. (28)

Three times using the Schur complement Lemma for (28)
results in Ψ< 0, where Ψ is defined in (13). As stated
previously, an ideal objective function for Ψ< 0 would
attempt to maximize φ and minimize norm of K. In
addition to the multi-objective nature of the problem,
the change of variables used to derive Ψ makes such an
objective function nonlinear. Motivated by the proposed
approaches in [19, Section 3] and [20, Section 2.2], a linear
scalarization method is used to minimize the decision
variables involved in obtaining K and φ. To this end, the
following constraints are considered for τ4, γ, P, and Ω

{P−1 < θ1I, θ1 > 0 }, {ΩTΩ < θ2I, θ2>0 },
{ τ4 < θ3, θ3 > 0 }, {γ < θ4, θ4 > 0 }, (29)

where θc, (1≤ c≤ 4), is a decision variable. Consider-
ing (29), the proposed objective function F in (12)
minimizes a linear combination of weights for bounding
parameters θc. All weights are set to one to treatK and φ
equally. It is known that the solution of (12) is a Pareto
optimal point for F [20]. The Schur complement is used
to convert the matrix inequalities in (29) into the LMI
structures given in (14). Once (12) is solved, consensus
parameters are computed from (11).

Based on Theorem 1, the proposed event-triggered
consensus approach is summarized in Algorithm 1.

Remark 1. To solve optimization (12) locally, each node
should recognize ζ, λ2, λN , N , and δ. Parameter ζ can
be agreed among the agents using a distributed average-
consensus algorithm [2]. We note that eigenvalues λ2
and λN can be estimated with arbitrary sufficient accu-
racy in a distributed fashion using the proposed approach
in [21]. A distributed algorithm is developed in [22] to
accurately estimate the network size N . Moreover, the
value of δ can be computed distributively using a max-
consensus algorithm [23]. As a result, optimization (12)
is performed locally followed by these preliminary steps.
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Fig. 1: Trajectories of the system; (a): Position ri(t) and Velocity vi(t), (b): Exponential consensus, (C): Control input ui(t).

Remark 2. In event-triggered schemes there must be
a finite number of events within a finite time interval.
Otherwise, the event-triggering mechanism exhibits Zeno
behavior [15]. It is proved in [14, Theorem 2] that
the proposed scheme does not exhibit Zeno behaviour.
According to [14, Eq. (29)], the events are more sparse
for larger values of φ and smaller norms ofK. This fact is
consistent with the proposed objective function F, which
enlarges the value of φ and restricts the norm of K.
Therefore, F helps reducing the number of events by
enlarging the minimum inter-event interval.

Remark 3. Unlike our previous work [14], where com-
plexity of optimization grows with the network size N ,
complexity of solving (12) does not depend on N .
Beside considerably reducing the processing time to
solve (12), this accomplishment improves scalability of
the approach, especially for large networks. More pre-
cisely, the computational effort for solving a semidefinite
programming (SDP) problem (such as (12)) via interior-
point methods depends on (a) Total number of iterations
required to approach the optimal solution, and; (b) The
order of arithmetic operations performed in each iter-
ation. Let parameter dm define the “highest dimension
among the LMI constraints in an SDP problem”, e.g.,
for (12) dm = 9n (dimension of matrix Ψ). Also, let nv
denote the “total number of decision variables used in
an SDP problem”. For (12), nv =n(n+1)+12. Accord-
ing to [24], in the worst-case complexity the number
of iterations required to approach the optimal solution
grows at the O(

√
Np |log εg|) where Np = max{dm, nv},

and εg is the duality gap which refers to the difference
between the value of optimal solutions for primal and
dual problems. This parameter (i.e., εg) is often used as
an indication of accuracy in solving SDP problems [24].
As for the arithmetic operation needed in each iteration,
the structure of matrix constraints plays a significant
role. As a rule of thumb, each iteration requires on
the O(max{d3

m, d
2
mnv, F}) operations, where F is the

cost of evaluating the first and second derivatives of
the constraints and objective function [25, Section 1.3].
Since none of the above parameters depend on N , the
complexity of (12) does not grow with N .

IV. Simulation

Consider a network of agents with dynamics

ṙi(t) = vi(t),
v̇i(t) = − µkvi(t) + ui(t).

}
1 ≤ i ≤ 6 (30)

where ri(t)∈R and vi(t)∈R, respectively, denote
the position and velocity of agent i. Scalar µk>0
denotes the velocity damping and ui(t) is the
control input. Considering µk = 0.5, the state space
representation for (30) is given by xi(t) = [ri(t), vi(t)]T ,
A= [ 0, 1; 0,−0.5 ], and B= [ 0, 1 ]T . Let L =
[ 4, 0,−1,−1,−1,−1; 0, 2, 0,−1, 0,−1; −1, 0, 2, 0,−1, 0;
−1,−1, 0, 2, 0, 0; −1, 0,−1, 0, 2, 0; −1,−1, 0, 0, 0, 2 ]. To
solve consensus using Algorithm 1, we initialize
optimization (12) with ζ = 0.4 and δ= 0.002. It can
be verified that λ2 = 0.7639 and λN = 5.2361. For an
accuracy of εg = 10−8, it takes 17 iterations (with a total
time of 0.7411 seconds) for the SDPT3 solver [26] to
solve (12) with the following solution

P=
[ 0.0278 −0.0265
−0.0265 0.2657

]
,Ω =

[−0.1283 −0.0083
−0.0083 −0.0990

]
, τ1 = 34.33,

τ2 = 4.68, τ3 = 3810.85, τ4 = 141.6719, ε1 = 0.00213,
ε2 = 0.1708, ε3 = 0.4678, γ= 100.7461, θ1 = 40.2484,
θ2 = 0.01703, θ3 = 141.6719, θ4 = 100.7461, (31)

Using (11) and solution (31), we calculate K =
−[0.5446, 0.4450] and φ= 0.0084. Moreover, η= 3.2878
and F= 282.68. Let xi(0) = [3i+2, 2i]T , (1≤ i≤ 6). Con-
trol gain uncertainty is assumed is sinusoidal form satis-
fying ‖∆K‖≤δ. In Fig.1(a), we plot trajectories of (30)
reaching consensus. Fig.1(b) is included to verify that
the obtained parameters are capable of ensuring 0.4-
exponential consensus. In Fig.1(c), the control inputs
used to achieve consensus are plotted. For a termination
threshold ‖x[r] (t)‖≤ 0.01, it takes 11.112 sec to reach
consensus. Let CT denote the time at which consensus
is reached, e.g., CT = 11.112 in this example. Simulation
results show that the six agents, respectively, trigger 337,
344, 401, 402, 349, and 358, events during the process.
The average number of events is AE = 365.17. We also
define AET = AE/CT, which refers to the average num-
ber of evens triggered per unit time. In this example,
AET = 32.86. Since in practice the actuators are often
limited to operate within a restricted region, we report
the maximum control input used by the agents calculated
by ū= max

1≤i≤ 6, t≥0
|ui(t)|. In this case, ū= 35.43.

Effect of ζ and δ: Next, we study the effect of different
values for ζ and δ on consensus features. To this end,



TABLE II: Consensus performance for different ζ and δ.
ζ δ CT AE AET ū F

0.2 0.002 27.533 115.83 4.22 8.73 264.18
0.3 0.002 15.039 311.50 20.71 21.40 274.29
0.4 0.002 11.112 365.17 32.86 35.43 282.68
0.5 0.002 9.563 431.83 45.21 50.50 290.00
0.4 0.001 18.497 352.17 19.02 16.23 276.25
0.4 0.002 11.112 365.17 32.86 35.43 282.68
0.4 0.003 9.017 223.17 24.72 57.36 287.15

we solve optimization (12) for given values of ζ and δ in
Table II. Then, we run consensus simulation for (30) with
corresponding computed parameters. The following facts
are observed according to Table II: (i) As expected, the
value for CT is decreased as a larger convergence rate
is selected. (ii) The values AE and AET are relatively
increased when a larger convergence rate is selected.
(iii) As ζ is increased, F becomes larger. This implies
computing a larger K and/or a smaller φ. As a result,
the value for ū and AET is increased. (iv) A larger value
for δ leads to a larger F. Intuitively speaking, larger
control gains are needed to compensate the effect of a
larger uncertainty in their nominal values. As a result,
the control input trajectories are more fluctuating and ū
is increased; (v) The consensus time CT is decreased as
δ is increased. The reason lies in that larger control gains
provide larger control inputs and a faster consensus.
These results verify the flexibility and effectiveness of the
proposed performance guaranteed approach in maintain-
ing the event-triggered consensus.

V. Conclusion
This paper proposes a distributed event-triggered con-

sensus approach for linear multi-agent systems that guar-
antees a desired exponential rate of consensus and some
resilience to control gain perturbation. Due to mutual
effect of the control law and event-triggering scheme on
consensus performance, design parameters, namely the
event-triggering threshold (ET) and control gain, are ob-
tained through a unified constrained convex optimization
framework with a proposed objective function incorpo-
rating both terms in a linear weighted combination. The
optimization is independent of the knowledge of network
Laplacian matrix and can be performed distributively.
Moreover, complexity of the proposed optimization does
not grow with network size. Simulation results demon-
strate flexibility of the proposed approach in reaching
event-triggered consensus with performance constraints.
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