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Abstract—We investigate the problem of data-driven, on-the-
fly control of systems with unknown nonlinear dynamics where
data from only a single finite-horizon trajectory and possibly side
information on the dynamics are available. Such side information
may include knowledge of the regularity of the dynamics, mono-
tonicity of the states, or decoupling in the dynamics between the
states. Specifically, we develop two algorithms, DaTaReach and
DaTaControl, to over-approximate the reachable set and design
control signals for the system on the fly. DaTaReach constructs
a differential inclusion that contains the unknown vector field.
Then, it computes an over-approximation of the reachable set
based on interval Taylor-based methods applied to systems with
dynamics described as differential inclusions. DaTaControl en-
ables convex-optimization-based, near-optimal control using the
computed over-approximation and the receding-horizon control
framework. We provide a bound on its suboptimality and show
that more data and side information enable DaTaControl to
achieve tighter suboptimality bounds. Finally, we demonstrate
the efficacy of DaTaControl over existing approaches on the
problems of controlling a unicycle and quadrotor systems.

I. INTRODUCTION

Consider a scenario in which abrupt changes in the dy-
namics of a system occurs. The changes in the dynamics are
such that the a priori known model cannot be used, and there
is a need to learn the new dynamics on the fly. In such a
scenario, the system needs to retain a certain degree of control
with data from only its current trajectory. This paper considers
the problem of data-driven, on-the-fly control of systems with
unknown dynamics under severely limited data.

We develop data-driven algorithms, DaTaReach and
DaTaControl, to over-approximate the reachable set and
control systems with unknown dynamics. Reachability analy-
sis provides a framework to analyze the set of states reached
by a dynamical system. We use such a framework as the
baseline for the on-the-fly control, as it enables robust control
to perturbations on the data. When the underlying dynamics
are known, Hamilton-Jacobi-based [1] or interval Taylor-
based [2]–[4] methods can approximate the reachable set.
However, limited work has been reported for the case where
the underlying dynamics are not known a priori, and even
fewer work considers settings with severely limited data.
DaTaReach and DaTaControl can work with data from

a single finite-horizon trajectory of the system and take advan-
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Fig. 1. We use limited data and side information for on-the-fly control of
systems with unknown dynamics. At each sampling time, we compute an
over-approximation of the set of states the system may reach to describe
the uncertainty in its unknown trajectory and construct one-step optimal
controllers via convex optimization.

tage of various forms of side information on the dynamics.
The algorithms consider trajectories containing finite samples
of the states, the derivatives of the states, and the control
signals applied. Furthermore, if available, they can make use
of side information such as knowledge of the regularity of
the dynamics, bounds on the vector field, monotonicity of
the vector field, decoupling in the dynamics among the states
of the system, or knowledge of parts of the dynamics. Such
side information can be extracted from data, responses of the
system to inputs, or known elementary laws of physics.
DaTaReach provides closed-form expressions for over-

approximations of the reachable set of unknown dynamical
systems. It first utilizes the available data and the given side
information to construct differential inclusions that contain
the vector field of the unknown dynamics. Unlike existing
work [5] that provides state-independent differential inclu-
sions, the constructed differential inclusions account for de-
pendencies on the states and control signals. Then, it pro-
vides closed-form expressions for over-approximations of the
reachable set associated with these differential inclusions. To
obtain such over-approximations, it utilizes interval Taylor-
based methods [2]–[4] for known dynamics to compute over-
approximations of the reachable set of dynamics described
by these differential inclusions. The closed-form expressions
can incorporate the side information, and more data and side
information provide tighter over-approximations.

The closed-form expressions enable convex-optimization-
based, near-optimal control of unknown dynamical systems
based on the one-step receding-horizon control framework [6].
Specifically, we seek to sequentially minimize a given one-
step cost function in a discrete-time setting. The one-step cost
function, which encodes the desired behavior of the system,
has to be optimized in a black-box manner since it is typically
a function of the unknown next state, the known current state,
and the current input. DaTaControl computes approximate
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solutions to such an optimization problem via convex opti-
mization relaxations. We obtain such relaxations by replacing
the unknown next state with a control-affine linearization of
the corresponding over-approximation of the reachable set.
Furthermore, we provide a bound on the suboptimality of the
approximate solutions and show that such a bound becomes
tighter when more data and side information are available.
Related work. For the problem of data-driven control, re-
searchers have proposed several approaches that combine
system identification with model predictive control [7]–[11].
In [7], the authors use Koopman theory to lift the unknown
nonlinear dynamics to a higher-dimensional space where they
perform linear system identification. SINDYc [8] utilizes a
sparse regression over a library of nonlinear functions for
nonlinear system identification. DMDc [9] uses the spectral
properties of the collected data to obtain approximate linear
models. Thus, DMDc can perform poorly due to the restriction
to linear dynamics. Myopic control [10] uses a finite sequence
of perturbations to learn a local linear model, which is then
used to optimize a model-driven goodness function that en-
codes desirable behaviors. DMDc, SINDYc, and approaches
based on the Koopman theory require significantly more data
than the proposed approach. Myopic control cannot incorpo-
rate any of the side information mentioned above. Similarly,
in their current forms, we believe that DMDc, SINDYc, and
approaches based on the Koopman theory cannot incorporate
the side information. Furthermore, the experiments show that
DaTaControl performs significantly better than SINDYc.

Contextual optimization-based approaches tackle the data-
driven control problem via surrogate optimization and skip
the system identification step [11], [12]. These approaches
minimize the one-step cost function in a black-box manner
using the data. C2Opt [11] exploits the structure in the given
problem and utilizes side information (e.g., smoothness) and
convex optimization to solve this problem. It overcomes the
drawbacks of the Gaussian process-based approaches [12],
namely high computational costs, expensive hyperparameter
tuning, and the inability to incorporate side information. Un-
like DaTaControl, C2Opt considers limited forms of side
information and relies on the knowledge of the gradient of the
one-step cost, which may not be accessible. We demonstrate
on a unicycle and quadrotor systems that DaTaControl is
three orders of magnitude computationally faster and less sub-
optimal than C2Opt and Gaussian process-based algorithms.

Recent work [13]–[15] has considered the problem of data-
driven estimation of the reachable sets of partially unknown
dynamical systems. The approaches in these work rely on a
system identification using either supervised learning algo-
rithms [15] or Gaussian process-based algorithms [13], [14].
Such approaches are unable to take advantage of the side infor-
mation, require significantly more data than DaTaReach, and
provide only probabilistic guarantees of the correctness of the
computed reachable sets while DaTaReach provides correct
over-approximations at the expense of being conservative.

In Appendix A, we provide the proofs of all the technical
results of the paper.

II. PRELIMINARIES AND PROBLEM STATEMENT

We denote an interval by [a, b] = {x ∈ R|a ≤ x ≤ b} for
some a, b ∈ R such that a ≤ b, the set {i, . . . , j} by N[i,j] for
i, j ∈ N with i ≤ j , the 2-norm by || · ||2, the kth component
of a vector x and the (k, j) component of a matrix X by (x)k
and (X)k,j , respectively, the Lipschitz constant of f : X → R
by Lf = sup{L ∈ R | |f(x) − f(y)| ≤ L‖x − y‖2, x, y ∈
X , x 6= y} for X ⊆ Rn, and the Jacobian of a function f by
∂f
∂x . A function f ∈ C k(X ), referred as f is Ck, with k ≥ 0
if f is continuous on X ⊆ Rn and all the partial derivatives
of order 1, . . . , k exist and are continuous on X , and f is
piecewise-C k with k ≥ 0 if there exists a partition of X such
that f is C k on each set in the partition.

A. Interval Analysis

We denote the set of intervals on R by IR = {A =
[A,A] | A,A ∈ R,A ≤ A}, the set of n-dimensional interval
vectors by IRn, and the set of n × m-dimensional interval
matrices by IRn×m. We carry forward the definitions [16]
of arithmetic operations, set inclusion, and intersections of
intervals to interval vectors and matrices by applying them
componentwise. We use the term interval to specify an interval
vector or interval matrix when it is clear from the context.

Given f : X 7→ Y with X ⊆ Rn and Y ⊆ Rm (or Y ⊆
Rn×m), we define an interval extension of f as f with

f(A) ⊇ R(f,A) = {f(x) | x ∈ A}, ∀A ⊆ X . (1)

Thus, given an interval A, f(A) is an interval that over-
approximates the range of values taken by f over A.

Example 1 (INTERVAL EXTENSION OF 2−NORM). Consider
f = || · ||2. We compute its interval extension f via interval
extensions of α =

√
· and β = (·)2. For any A = [A,A] ∈ IR,

α(A) = [
√
A,
√
A], if A ≥ 0, (2)

β(A) =

{
[0,max{A2,A2}], if 0 ∈ A
[min{A2,A2},max{A2,A2}], otherwise.

(3)

Using (2) and (3) with interval arithmetic, we have, for any
S = [S1, . . . ,Sn] ∈ IRn, f(S) = α (

∑n
i=1 β(Si)).

B. Over-Approximations of the Reachable Set

Consider a nonlinear dynamical system,

ẋ = h(x, u), (4)

where the state x : R+ 7→ X is a continuous-time signal
evolving in X ∈ IRn, the control u ∈ U is a signal of time
evolving in the control set U ∈ IRm with U = {v : R+ 7→
U | v is piecewise-CDu} for Du ≥ 0, and h : X × U 7→ Y is
CDh for Dh ≥ 1 and Y ∈ IRn. Given an initial state xi =
x(ti) at time ti and a control signal u ∈ U, a trajectory of (4)
is a function of time x(·;xi, u) : [ti,∞[ 7→ X that satisfies (4).

Definition 1 (REACHABLE SET). Given a set Ii ⊆ X of states
at time ti and a set V ⊆ U of control signals, the reachable
set of the dynamics (4) at time t ≥ ti is given by

R(t, Ii,V) = {z ∈ X | ∃xi ∈ Ii, ∃v ∈ V, z = x(t;xi, v)}.



Given a set V ⊆ U and a set I0 ⊆ X of states at time t0,
we compute over-approximations of R(t, I0,V) at time t ≥ t0
using interval Taylor-based methods [3], [4], [16]. Specifically,
we consider a time grid t0 < · · · < tN such that for all v ∈ V,
v is CDu on each interval [ti, ti+1). We want to compute sets
R+
i ∈ IRn (with R+

0 = I0) such that for all i ∈ N[0,N−1],
Ri+1 = R(ti+1,R+

i ,V) ⊆ R+
i+1. First, interval arithmetic

enables to inductively define h[d], the interval extensions of
the Taylor coefficients h[d] given by

h[1] = h, h[d+1] =
1

d+ 1

(∂h[d]
∂x

h+

d−1∑
l=0

∂h[d]

∂u(l)
u(l+1)

)
. (5)

Next, we start with R+
0 = I0, and compute {R+

i }Ni=1 by

R+
i+1 = R+

i +

D−1∑
d=1

(
ti+1 − ti

)d(
h[d](R+

i ,v)
)
(ti)

+
(
ti+1 − ti

)D(
h[D](Si,v)

)
([ti, ti+1]), (6)

where D ≤ min(Du+1, Dh) is the order of the Taylor expan-
sion, we denote v(0)(A) by v(A) and the intervals v(d)(A)
for all d ∈ N[0,Du] are such that ∪v∈VR(v(d),A) ⊆ v(d)(A)
with A ⊆ R+. In other words, v(d)(A) over-approximates
the range of the dth derivative of all v ∈ V on the interval
A. Here, the set Si ⊆ X is an a priori rough enclosure of
R(t,R+

i ,V) for all t ∈ [ti, ti+1] and is a solution of

R+
i + [0, ti+1 − ti] h(Si,v([ti, ti+1])) ⊆ Si. (7)

C. Problem Statement
In this paper, we consider control-affine nonlinear dynamics,

ẋ = f(x) +G(x)u, (8)

where f : X 7→ Rn and G : X 7→ Rn×m are unknown vector-
valued and matrix-valued functions, respectively, for X ∈ IRn.
Note that even though we consider control-affine dynamics, in
the general case, we can construct a control-affine model of
the system locally and apply the results of the paper.

Assumption 1 (SMOOTHNESS). f and G are CD functions
for some D ≥ 1.

Assumption 1 is common in the frameworks of reachability
analysis and receding-horizon control. It implies that f and G
are globally Lipschitz-continuous since the domain X ∈ IRn
is bounded. We exploit such Lipschitz continuity by consid-
ering the following side information throughout the paper.

Side information 1 (BOUNDS ON LIPSCHITZ CONSTANTS).
Let Lf ∈ Rn+ and LG ∈ Rn×m+ with (Lf )k = Lfk and
(LG)k,l = LGk,l

be known upper bounds on the Lipschitz
constants of (f)k and (G)k,l for all k ∈ N[1,n] and l ∈ N[1,m].

We can also utilize, if available, any of the following side
knowledge on the underlying dynamics.

Side information 2 (VECTOR FIELD BOUNDS). We are
given RfA ∈ IRn and RGA ∈ IRn×m as known over-
approximations of the range of f and G, respectively, over
a given set A ⊆ X .

Side information 3 (GRADIENT BOUNDS). We are given
bounds on the gradient of some components of f and G. Such
side information may include the monotonicity of f and G.

Side information 4 (DECOUPLING AMONG STATES). We are
given the knowledge that some components of the vector field
ẋ do not depend on some components of the state x.

Side information 5 (PARTIAL DYNAMICS KNOWLEDGE). We
are given terms of some components of the vector field as

ẋ = fkn(x) + fukn(x) + (Gkn(x) +Gukn(x))u,

where fkn and Gkn are known functions while fukn and Gukn

are unknown functions. Such side information can be derived
from the application of elementary laws of physics.

Let N ∈ N, N ≥ 1. Let TN = {(xi, ẋi, ui)}Ni=1 denote
a single finite-horizon trajectory containing N samples of the
state xi = x(ti), the derivative ẋi = ẋ(ti) of the state, and
the control signal ui = u(ti) from a trajectory of (8). Given
the current state x(tN+1) and the trajectory TN , we first seek
to over-approximate the reachable set of the system.

Problem 1 (REACHABLE SET OVER-APPROXIMATION).
Given a single finite-horizon trajectory TN for N ∈ N, the
side information 1 and possibly any of the side information 2–
5, a set V ⊆ U of admissible control signals, a time step
size ∆t > 0, and a maximum number T > N of time steps,
compute an over-approximation of the reachable set at time
ti = tN + (i−N)∆t for all i ∈ N[N+1,T ].

Next, we seek to control the system by finding, at each
sampling time ti > tN , control values solutions to the one-
step optimal control problem [11], [17], [18]

minimize
ui∈U

c(xi, ui, x(ti+1;xi, ui)), (9)

where xi is the state of the system at ti, ti+1 = ti + ∆t, ∆t
is the constant time step size, and c : X × U × X → R is a
known convex function, which encodes the preferences over a
short interval of length ∆t in time.

Problem 2 (APPROXIMATE ONE-STEP OPTIMAL CONTROL).
Given a single finite-horizon trajectory Ti−1 for some i ∈
N, i > N , the current state xi at time ti, the side informa-
tion 1, and possibly any of the side information 2–5, compute,
at sampling time ti, approximate solutions to the one-step
optimal control problem (9) and characterize the suboptimality
of such approximations.

We use the following example throughout the paper.

Example 2 (UNICYCLE SYSTEM). Consider the unicycle
system with dynamics given by

ṗx = v cos(θ), ṗy = v sin(θ), θ̇ = ω, (10)

where the components of the state x = [px, py, θ] represent,
respectively, the position in the x plane, the y plane, and the
heading of the unicycle. The components of the control u =
[v, ω] represent the speed and the turning rate, respectively.



We consider the constraint set U = [−3, 3] × [−π, π]. In the
control-affine form (8), we have f = 0, (G)1,1 = cos(θ),
(G)2,1 = sin(θ), (G)3,2 = 1, and (G)k,l = 0 otherwise. We
assume the dynamics (10) are unknown and are given the loose
Lipschitz bounds Lf = [0.01, 0.01, 0.01], LG1,1

= LG2,1
=

1.1, LG3,2
= 0.1, and LGk,l

= 0 otherwise. Furthermore, we
consider the knowledge that the vector field does not depend
on its positions. That is, f(x) = f(θ) and G(x) = G(θ).

III. OVER-APPROXIMATIONS OF THE REACHABLE SET OF
UNKNOWN DYNAMICAL SYSTEMS

We develop DaTaReach to address Problem 1. It con-
structs a data-driven differential inclusion that contains the
vector field of the unknown dynamics using the side infor-
mation 1. Then, it utilizes an interval Taylor-based method to
over-approximate the reachable set of dynamics described by
the constructed differential inclusion.

A. Differential Inclusion based on Lipschitz Continuity

First, to aid the construction of the differential inclusion,
we over-approximate f and G at each data point of TN .

Lemma 1 (CONTRACTION VIA DATA). Consider a data point
(xi, ẋi, ui), an interval Fi ∈ IRn such that f(xi) ∈ Fi, and
an interval Gi ∈ IRn×m such that G(xi) ∈ Gi. Let CFi

and
CGi be defined sequentially for l = N[1,m] and k ∈ N[1,n] by

(CFi)k = (Fi)k ∩ (ẋi − Giui)k,
(S0)k = (ẋi − CFi)k ∩ (Giui)k,

(CGi)k,l =


(((Sl−1)k −

∑
p>l(Gi)k,p(ui)p) ∩ ((Gi)k,luli)) 1

ul
i

,

if uli = (ui)l 6= 0

(Gi)k,l, otherwise,

(Sl)k =
(
(Sl−1)k − (CGi)k,l(ui)l)

)
∩
(∑
p>l

(Gi)k,p(ui)p
)
.

(11)
Then, CFi and CGi are the smallest intervals enclosing f(xi)
and G(xi), respectively, given only the data point, Fi, and Gi.

We provide a proof for Lemma 1 in Appendix A where we
use the constraint ẋi = f(xi) + G(xi)ui to remove from Fi
and Gi values of f(xi) and G(xi) not satisfying the constraint.

Next, we use the Lipschitz continuity to provide explicit
functions that over-approximate f and G, given uncertain
knowledge of f and G at the data points.

Lemma 2 (OVER-APPROXIMATION OF f AND G). Given a set
EN = {(xi, CFi

, CGi) | f(xi) ∈ CFi
, G(xi) ∈ CGi}Ni=0 and

the bounds Lf and LG from side information 1, the interval-
valued functions f : X → IRn and G : X → IRn×m, given
for all k ∈ N[1,n] and l ∈ N[1,m] by

(f(x))k =
⋂

(xi,CFi
,·)∈EN

(CFi
)k + Lfk‖x− xi‖2[−1, 1],

(G(x))k,l =
⋂

(xi,·,CGi )∈EN

(CGi)k,l + LGk,l
‖x− xi‖2[−1, 1],

(12)
are such that f(x) ∈ f(x) and G(x) ∈ G(x) for all x ∈ X .

Algorithm 1 Over-approximation of the values of f and G at
each data point of a finite-horizon trajectory.
Input: Single trajectory TN , sufficiently large M > 0, upper

bounds on the Lipschitz constants (side information 1).
Optional: The sets A,RfA and RGA (side information 2).

Output: EN = {(xi, CFi
, CGi)|f(xi) ∈ CFi

, G(xi) ∈ CGi}Ni=0

1: if no side information 2 then
2: A ← X , RfA ← [−M,M ]n, RGA ← [−M,M ]n×m

3: end if
4: Define x0 ∈ A, CF0

← RfA , and CG0 ← RGA
5: for i ∈ N[1,N ] ∧ (xi, ẋi, ui) ∈ TN do
6: Compute Fi = f(xi),Gi = G(xi) via (12) and Ei−1
7: Compute CFi

, CGi via (11), Fi,Gi, and (xi, ẋi, ui)
8: end for
9: while EN is not invariant do

10: Execute lines 5–8 with EN instead of Ei−1 in line 6
11: end while
12: return EN

We provide a proof for Lemma 2 in Appendix A. Note
that interval extensions of f and G can be obtained by
replacing occurences of ‖·‖2 by its interval extension given in
Example 1. In the rest of the paper, when the input of f and G
are assumed to be intervals, we use such interval extensions.

Finally, Theorem 1 constructs a differential inclusion for the
system by combining Algorithm 1 and Lemma 2.

Theorem 1 (DIFFERENTIAL INCLUSION). Given a trajectory
TN , the bounds Lf and LG from side information 1, and
possibly bounds on the vector field from side information 2,
the dynamics (8) are contained in the differential inclusion

ẋ ∈ f(x) +G(x)u, (13)

where the functions f : X → IRn and G : X → IRn×m are
obtained by (12) with EN being the output of Algorithm 1.

A proof of Theorem 1 is provided in Appendix A where we
show that the output EN of Algorithm 1 is such that for all
(xi, CFi , CGi) ∈ EN , f(xi) ∈ CFi and G(xi) ∈ CGi . There-
fore, Lemma 2 and interval arithmetic enable to conclude.

Figure 2 shows that the differential inclusion holds on the
unicycle system using a randomly generated trajectory T15.

0 0.5 1 1.5 2 2.5 3 3.5 4

-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6

Time (s)

ṗ
x

f(x) +G(x)u f(x) +G(x)u T15

Fig. 2. Time evolution of ṗx and its over-approximation (f(x)+G(x)u)1 for
the unicycle system of Example 2. We generate the trajectory corresponding
to ẋ(t) using a randomly generated piecewise-constant input u(t) ∈ U for
t ≤ t15 = 1.5s, and u(t) = [1, cos(6(t− t15))] for t ∈ [t15, 4].



Remark 1. The quality of the differential inclusion of Theo-
rem 1 depends on how much information on f and G can be
obtained from the given trajectory TN . Thus, if the trajectory
is not diverse, it is likely impossible to obtain tight differential
inclusions. For example, consider one of the corner cases
where ui = 0 for every data point in TN . In this case, it
is impossible to retrieve any information on G. When the goal
is to control the unknown system, persistent excitations can
help to diversify the trajectory and obtain tight differential
inclusions, which ultimately improve future control decisions.

B. Interval Taylor-Based Method for Differential Inclusions
We compute an over-approximation of the reachable set of

the dynamics described by the differential inclusion (13). Such
over-approximation is naturally an over-approximation of the
reachable set of the unknown dynamical system.

Theorem 2 (REACHABLE SET OVER-APPROXIMATION).
Given a trajectory TN , a set V ⊆ U of piecewise-CDu

control signals for Du ≥ 1, the bounds Lf and LG from side
information 1, the setR+

i ∈ IRn of states at time ti, and a time
step size ∆t, an over-approximation R+

i+1 of the reachable set
at ti + ∆t of dynamics described by the differential inclusion
ẋ ∈ f(x) +G(x)u with u ∈ V is given by

R+
i+1 = R+

i +
(
f(R+

i ) +G(R+
i )v(ti)

)
∆t

+
(
Jf + JGVi

)(
f(Si) +G(Si)Vi

)∆t2

2

+G(Si)V(1)
i

∆t2

2
,

(14)

where Vi = v([ti, ti + ∆t]), V(1)
i = v(1)([ti, ti + ∆t]), and

the matrices Jf ∈ IRn×n and JG ∈ IRn×m×n, interval
extensions of the Jacobian of f and G, are such that (Jf )k,p =
Lfk [−1, 1] and (JG)k,l,p = LGk,l

[−1, 1] for all k, p ∈ N[1,n]

and l ∈ N[1,m]. Besides, the set Si can be obtained by solving

R+
i + [0,∆t]

(
f(Si) +G(Si)Vi

)
⊆ Si. (15)

For k, p ∈ N[1,n], we define the (k, p) component of JGVi as

(JGVi)k,p =

m∑
l=1

(JG)k,l,p(Vi)l. (16)

We provide a proof for Theorem 2 in Appendix A where
we exploit a Taylor expansion (6) of order D = 2 to derive
such a result.

Corollary 1. Under the notation of Theorem 2, assume that
Du = 0. Then, an over-approximation R+

i+1 of the reachable
set of the dynamics described by the differential inclusion ẋ ∈
f(x) +G(x)u of Theorem 1 with u ∈ V is given by

R+
i+1 = R+

i +
(
f(Si) +G(Si)Vi

)
∆t.

Theorem 2, as it is, incorporates only the Lipschitz bounds
from side information 1. We now show how to incorporate the
other side information to obtain tighter over-approximations.
Side information 2 (VECTOR FIELD BOUNDS). Given a set
S ⊆ A, tighter interval extensions of f and G over S can be

Algorithm 2 DaTaReach: Over-approximation of the reach-
able set of unknown smooth systems.
Input: Single trajectory TN , upper bounds on the Lipschitz

constants from side information 1, set V of control signals,
time step size ∆t, maximum number of time steps T > N .
Optional: Any of the side information 2–5.

Output: Over-approximations {R+
i }

T

i=N+1 of the reachable
sets at times tN + (i−N)∆t with i ∈ N[N+1,T ].

1: Define R+
N+1 ← {x(tN+1)}

2: Compute f , and G from Theorem 1
3: for i ∈ {N + 1, . . . , T − 1} do
4: Compute v(ti), Vi, and V(1)

i in Theorem 2 from V
5: Compute Si via (15), Vi, f , and G
6: Compute R+

i+1 via (14), R+
i , Si, f , G, Jf , and JG

7: end for
8: return {R+

i }
T

i=N+1

obtained by the update f(S) ← f(S) ∩ RfA and G(S) ←
G(S) ∩RGA .

Side information 3 (GRADIENT BOUNDS). These bounds can
be used to provide tighter interval extensions Jf and JG of
the Jacobians of f and G. For example, if the function (f)k
is known to be non-decreasing with respect to the variable xp
on a set A ⊆ X , then we obtain a tighter R+

i+1 by the update
(Jf )k,p ← (Jf )k,p ∩ R+ if Si ⊆ A.

Side information 4 (DECOUPLING AMONG STATES). This
knowledge constrains the interval extensions for the Jacobian
matrices. For example, if the state (x(t))p does not directly
affect (ẋ(t))k for some p, k ∈ N[1,n] under any control
signal in U , we can obtain a tighter over-approximation of
the reachable set by setting to zero the intervals (Jf )k,p and
(JG)k,l,p for all l ∈ N[1,m]. For the unicycle system of
Example 2, since f and G depend only on the heading θ,
the Jacobian terms (Jf )1,1, (Jf )1,2, (Jf )2,1, (Jf )2,2, (Jf )3,1,
(Jf )3,2, (JG)1,1,1, (JG)1,1,2, (JG)2,1,1, (JG)2,1,2, (JG)3,2,1,
and (JG)3,2,2 must all be set to zero.

Side information 5 (PARTIAL DYNAMICS KNOWLEDGE). The
new functions f andG are given by f = fkn+fukn andG =
Gkn +Gukn, where the functions fkn and fukn are interval
extensions of known functions fkn and Gkn, respectively, and
the functions fukn andGukn are obtained by Theorem 1 using
Lfukn , LGukn

, and the new trajectory

T
′

N = {(xi, ẋi−(fkn(xi)+Gkn(xi)ui), ui)|(xi, ẋi, ui) ∈ TN}.

Furthermore, the new Jacobian terms in the computation of
R+
i+1 are given by Jf = ∂fkn

∂x
(Si) + Jfukn and (JG)k,l,p =

∂(Gkn)k,l

∂xp
(Si) + (JGukn)k,l,p, respectively.

We demonstrate the value of additional side information
on the unicycle system of Example 2. Specifically, we use
DaTaReach to compute over-approximations of the reachable
sets of the unicycle under different side information. Figure 3
shows that, as expected, the over-approximation becomes
tighter under additional side information.
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Fig. 3. Over-approximation of the reachable set of the unicycle system in the
x-y plane. The trajectory T15 is obtained by a randomly generated piecewise-
constant control signal u(t) ∈ U for t ≤ t15 = 1.5s. The parameters
for DaTaReach were given by ∆t = 0.02, T = 200, and V = {t 7→
[1 + a1, cos(6(t − t15)) + a2] | a1 ∈ [−0.1, 0.1], a2 ∈ [−0.01, 0.01]}.
The case (a) ignores the side information f(x) = f(θ), case (b) considers
exactly the setting of Example 2, and case (c) uses the same knowledge as
in case (b) while assuming the extra knowledge that f = 0 and (G)3,2 = 1.

IV. CONTROL SYNTHESIS FOR UNKNOWN DYNAMICAL
SYSTEMS

We develop DaTaControl to address Problem 2. It com-
putes approximate solutions to the one-step optimal control
problem (9) using the over-approximation of the reachable
set. Specifically, it replaces the unknown next state xi+1 in
problem (9) with the corresponding over-approximation R+

i+1,
which may be computed using Theorem 2. Unfortunately,
R+
i+1 is a nonconvex function of the control signal u, the de-

cision variable. Therefore, it constructs an over-approximation
of R+

i+1, in Theorem 3, that is convex in the constant control
signal u applied during the time interval [ti, ti+1]. The new
over-approximation provides tractable convex relaxations of
the one-step optimal control problem (9).

Theorem 3. Under the notation of Theorem 2 and given a
constant control signal u : t 7→ ui applied between ti and
ti+1 = ti + ∆t with ui ∈ U , the reachable set Ri+1 satisfies

Ri+1 ⊆
(
Bi +A+

i ui
)
∩
(
Bi +A−i ui

)
, (17)

where the intervals A−i , A+
i , and Bi are given by

A−i = G(R+
i )∆t+

(
JfG(Si) + J T

G (f(Si) +G(Si)U)
)∆t2

2
,

A+
i = G(R+

i )∆t+
(
(Jf + JGU)G(Si) + J T

G f(Si)
)∆t2

2
,

Bi = R+
i + f(R+

i )∆t+ Jff(Si)
∆t2

2
,

(18)
where (J T

G)k,p,l = (JG)k,l,p for k, p ∈ N[1,n] and l ∈ N[1,m],
and the a priori rough enclosure Si is a solution of

R+
i + [0,∆t]

(
f(Si) +G(Si)U

)
⊆ Si. (19)

A proof of Theorem 3 is provided in Appendix A where
we linearize, using the constrained set U , the quadratic term
in u of the closed-form expression (14).

Algorithm 3 DaTaControl: Approximate at sampling time
ti > tN a solution to the one-step optimal control problem.
Input: Single trajectory Ti−1, time step size ∆t, upper

bounds on the Lipschitz constants from side information 1,
one-step cost c, current state xi = x(ti), constraint set U .
Optional: Any of the side information 2–5.

Output: Constant control ûi ∈ U to apply between ti and
ti + ∆t that approximates a solution of (9).

1: Define R+
i ← {xi}

2: Compute f , and G from Theorem 1
3: Compute Si via (19), R+

i , U , f , and G
4: Compute Bi, A+

i , and A−i via (18), R+
i , Si, U , f , G, Jf ,

and JG
5: Compute ûi as the solution of either (20) or (21)
6: return ûi

We use the control-affine linearization of Theorem 3 to
propose two convex optimization relaxations of the one-
step optimal control problem (9). The first relaxation, called
optimistic control problem, is given by

minimize
ui∈U

inf
xi+1∈X ,

xi+1∈(Bi+A+
i ui)∩(Bi+A−i ui)

c(xi, ui, xi+1), (20)

where the goal is to minimize the best possible cost value
over all possible state xi+1 in the over-approximation (17).
The second relaxation, called idealistic control problem, is an
idealistic approximation of (9) given by

minimize
ui∈U

c(xi, ui, b
ide
i +Aide

i ui), (21)

where the goal is to minimize the cost associated to a specific
trajectory xi+1 = bidei +Aide

i ui in the over-approximation (17),
idealistically considered as the unknown next state evolution.

Finally, we provide, in Theorem 4, bounds on the subopti-
mality of the relaxations when the cost c is quadratic.

Assumption 2 (QUADRATIC ONE-STEP COST). We consider
that the one-step cost function c is a convex quadratic function,

c(x, u, y) =

[
y
u

]T [
Q S
ST R

] [
y
u

]
+

[
q
r

]T [
y
u

]
, (22)

where q ∈ Rn, r ∈ Rm, Q = QT ∈ Rn×n, R = RT ∈ Rm×m,
and S ∈ Rn×m.

Theorem 4 (SUBOPTIMALITY BOUND). Let c?i , copti , and cidei
be the optimal cost of the one-step optimal control problem (9),
the optimistic control problem (20), and the idealistic control
problem (21), respectively, at the sampling time ti. We have

|c?i − ci| ≤ max
(
‖w(Bi) + w(A+

i )|U|‖2K(A+
i ),

‖w(Bi) + w(A−i )|U|‖2K(A−i )
)
,

(23)

where ci is either copti or cidei , w(A) = A−A is the width of
an interval A, and K(A), for any A ∈ IRn×m, is given by

K(A) = min
(
‖2|SU|+ q + 2|Q(Bi +AU)|‖2,
‖2|SU|+ q + 2|QX|‖2

)
.
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Fig. 4. DaTaControl successfully drove the unicycle to the origin. Opt. traj. corresponds to the one-step optimal control with the known dynamics.

We provide a proof for Theorem 4 in Appendix A where
the rate of change of the cost function values is exploited to
characterize its variations over the over-approximating set (17).

Remark 2. The main term of the suboptimality bound in
Theorem 4 is directly related to the width of the over-
approximation of the reachable set at time ti+∆t. Thus, as the
over-approximation of the reachable set becomes tighter, the
gap with the unknown optimal cost decreases. Specifically, it is
straightforward to see that the more data and side information
are used in the computation of Bi, A+

i , and A−i , the tighter
the widths w(Bi), w(A+

i ), and w(A−i ) become.

V. COMPARISON WITH EXISTING APPROACHES

We compare DaTaControl with existing data-driven
control algorithms CGP-LCB [12], [19], C2Opt [11], and
SINDYc [8]. These algorithms also solve the one-step optimal
control problem (9) approximately. CGP-LCB assumes that the
unknown one-step cost C(xi, ui) = c(xi, ui, x(ti+1;xi, ui))
to minimize is described by a Gaussian process, while C2Opt
assumes that C has Lipschitz gradients. On the other hand,
SINDYc uses the limited data to perform sparse identification
of the dynamics, which then permits to approximate a solution
to (9) via numerical solvers. The experiments on the unicycle
system and a quadrotor demonstrate that DaTaControl
outperforms these algorithms both on the computation time
at each sampling time and the suboptimality of the con-
trol. See https://github.com/u-t-autonomous/
ACC2021_DaTaReach_DaTaControl.git for repro-
ducibility of the experiments demonstrated in this paper.

A. Unicycle System

We consider the problem of driving the unicycle of Ex-
ample 2 to the origin. We encode this control objective
using the one-step cost function c(xi, ui, xi+1) = 0.5‖xi+1‖22.
We chose the time step size ∆t = 0.1s and generated a
random initial trajectory T10 starting from the state x0 =
[−2,−2.5, π/2] and such that the unicycle goes away from the
target. We applied DaTaControl with the side information
discussed in Example 2. We used the default parameters in
GPyOpt [19] when implementing CGP-LCB. We chose the
Lipschitz constant for the gradient L = 10 and trade-off

hyperparameter α = 1/2 for C2Opt [11]. For SINDYc, we
considered monomials (up to degree 6), sines and cosines of
the state, and the products of these functions with the velocity
v and the turning rate ω as the library functions. To perform
sparse identification, we swept the regularization parameter [8]
λ ∈ {10p : p ∈ N[−6,5]} and rounded-down the coefficients
smaller than 10−3 to zero. We relaxed the target state to the
0.1-sublevel set of the one-step cost function as the stopping
criteria for the algorithms.

Figure 4 shows the trajectories and the evolution of the
cost function for the different algorithms. DaTaControl
performs significantly better than GPyOpt, SINDYc, and
C2Opt. It reaches the origin in fewer time steps and signif-
icantly lower computation time. Figure 4 empirically shows
that DaTaControl enables near-real-time control.

B. Quadrotor System

Consider a quadrotor with control-affine dynamics [20]

ṗx = vx, v̇x = − 1

m
CvDvx −

T1
m
sinφ− T2

m
sinφ,

ṗy = vy, v̇y = − 1

m
(mg + CvDvy) +

T1
m
cosφ+

T2
m
cosφ,

φ̇ = ω, ω̇ = − 1

2Iyy
CφDω −

l

2Iyy
T1 +

l

2Iyy
T2,

where the components of the state x = [px, vx, py, vy, φ, ω]
represent, respectively, the horizontal position, horizontal ve-
locity, vertical position, vertical velocity, pitch angle, and pitch
rate, and the components of the control u = [T1, T2] represent
the thrust exerted on either end of the quadrotor. We chose the
constraint set U = [0, 18.4] × [0, 18.4]. The constants of the
dynamics are given by CvD = 0.25, CφD = 0.02255, g = 9.81,
m = 1.25, l = 0.5, and Iyy = 0.03.

We assume that the dynamics of the quadrotor are un-
known and consider the problems of controlling vx to a
setpoint vspx = 5 and py to a setpoint pspy = 8. We encode
these control objectives, respectively, using the cost functions
c1(xi, ui, xi+1) = 0.5((xi+1)2 − vspx )2 and c2(xi, ui, xi+1) =
0.5((xi+1)3 − pspy )2. We chose the time step size ∆t = 0.01s
and generated a random initial trajectory T10 starting from the
state x0 = [0, 0, 5, 0, 0, 0]. We applied DaTaControl with

https://github.com/u-t-autonomous/ACC2021_DaTaReach_DaTaControl.git
https://github.com/u-t-autonomous/ACC2021_DaTaReach_DaTaControl.git
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Fig. 5. CGP-LCB and SINDYc fail in the task of controlling the horizontal speed vx of the quadrotor whereas DaTaControl reaches both setpoints.

the side information ṗx = vx, ṗy = vy , and φ̇ = ω. Such
extra knowledge is obtained from elementary laws of physics.
Furthermore, DaTaControl considered the loose Lipschitz
bounds Lf2 = Lf4 = 0.3, Lf6 = 0.9, LG6,1

= LG6,2
= 0.01,

LG2,1
= LG2,2

= LG4,1
= LG4,2

= LG6,1
= LG6,2

= 0.9,
and uses the side information G(x) = G(φ) and f(x) =
f(vx, vy, w). We used the default parameters of GPyOpt
when implementing CGP-LCB. For SINDYc, we considered
monomials (up to degree 1), sines and cosines of the state,
and the products of these functions with the T1 and T2 as the
library functions. We do not make a comparison with C2Opt
due to the inability to compute the gradient of C.

Figure 5 shows the near-optimality of DaTaControl
while CGP-LCB and SINDYc fail to reach the setpoints.
Besides, the figure demonstrates that DaTaControl can
achieve near-real-time control of the vertical position and
horizontal speed of the quadrotor. We justify the suboptimality
of Opt. traj. by the fact that the one-step optimal control
problem is highly nonlinear, which makes possible the syn-
thesis of local optimum solutions by the numerical solvers.

VI. CONCLUSION

We develop two data-driven algorithms, DaTaReach and
DaTaControl, for the on-the-fly over-approximation of the
reachable set and constrained near-optimal control of systems
with unknown dynamics. These algorithms are suitable for
scenarios with severely limited data and can take advan-
tage of various forms of side information on the underlying
unknown dynamics. The numerical experiments empirically
demonstrate the efficacy of the algorithms over existing ap-
proaches while suggesting that, in addition of being near-
optimal, DaTaControl also achieves near-real-time control.
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APPENDIX A

In this appendix, we provide the proofs for all lemmas and
theorems presented in this paper.

PROOF OF LEMMA 1

Given the knowledge that f(xi) ∈ Fi and G(xi) ∈ Gi,
we want to obtain tighter intervals CFi ⊆ Fi and CGi ⊆ Gi
pruning out some values f(xi) and G(xi) from Fi and Gi that
do not satisfy the constraint ẋi = f(xi) + G(xi)ui. We first
have that

f(xi) = ẋi −G(xi)ui ∈ (ẋi − Giui) ∩ Fi = CFi
.

Therefore, a similar reasoning using the tighter interval CFi

provides that G(xi)ui ∈ (ẋi − CFi) ∩ (Giui) = S0. It is
important to note that plugging back S0 instead of Giui in
the expression of CFi

will not yield an interval tighter than
CFi

. Therefore, CFi
and S0 are optimal. Next, we focus on

the term G(xi)ui ∈ S0. For all k ∈ N[1,n], we have that

(G(xi))k,1(ui)1 = (G(xi)ui)k −
∑
l>1

(G(xi))k,l(ui)l

∈
(
(S0)k −

∑
l>1

(Gi)k,l(ui)l
)
∩
(
(Gi)k,1(ui)1

)
︸ ︷︷ ︸

(CGi )k,1(ui)1

,

and we can deduce∑
l>1

(G(xi))k,l(ui)l

∈
(
(S0)k − (CGi)k,1(ui)1

)
∩
(∑
l>1

(Gi)k,l(ui)l
)

︸ ︷︷ ︸
(S1)k

.

Using the same argument as for the optimality of S0 and
CFi

, we can say that S1 and (CGi)k,1(ui)1 are optimal.
Finally, we apply the previous step in a sequential man-
ner for p = 2, . . . ,m to the equality (G(xi))k,p(ui)p =∑
l>p−1(G(xi))k,l(ui)l −

∑
l>p(G(xi))k,l(ui)l in order to

obtain optimal intervals Sp and (CGi)k,p(ui)p. The procedure
described here is similar to the HC4-Revise algorithm [21],
where optimality was proven when each variable, in our case
f(xi) and G(xi), appears only once in the definition of the
constraint, in our case ẋi = f(xi) +G(xi)ui. �

PROOF OF LEMMA 2

This is a direct result from combining the arithmetic of
intervals and the definition of the Lipschitz bounds for each
fk and Gk,l. Specifically, from the upper bound Lfk on the
Lipschitz constant of fk, we have that

|(f(x))k − (f(y))k| ≤ Lfk‖x− y‖2, ∀x, y ∈ X .

Hence, given a data (xi, CFi
, CGi) ∈ EN and x ∈ X , we

can write that (f(x))k ∈ (f(xi))k + Lfk‖x − xi‖2[−1, 1],
and therefore (f(x))k ∈ (CFi)k + Lfk‖x− xi‖2[−1, 1] since

f(xi) ∈ CFi . The previous belonging relation is valid for
every data (xi, CFi , CGi) ∈ EN and as a result (f(x))k ∈
(f(x))k. The same reasoning applied to LGk,l

enables to show
that (G(x))k,l ∈ (G(x))k,l. �

PROOF OF THEOREM 1

This result is a direct consequence of Lemma 1 and
Lemma 2. First, we show that for all (xi, CFi

, CGi) ∈ EN
given by Algorithm 1, we have f(xi) ∈ CFi

and G(xi) ∈ CGi .
Specifically, as a consequence of line 6 of Algorithm 1 and
Lemma 2, we have that f(xi) ∈ Fi and G(xi) ∈ Gi. Hence, by
line 7 and Lemma 1, we immediately have that f(xi) ∈ CFi

and G(xi) ∈ CGi . As a consequence of lines 5–8, EN can
be used in Lemma 2 to conclude that f(x) ∈ f(x) and
G(x) ∈ G(x) for all x ∈ X . Therefore, using interval
arithmetic, we have ẋ = f(x) + G(x)u ∈ f(x) + G(x)u.
The lines 9–11 enable to obtain tighter sets CFi and CGi
by combining the Lipschitz continuity, the trajectory, and
the values CFi

and CGi obtained during previous iterations.
Hence, EN is optimal given the trajectory and the Lipschitz
continuity since we have the optimality of CFi

and CGi by
Lemma 1. �

PROOF OF THEOREM 2

This proof applies the interval Taylor-based method of
Section II-B on the dynamics described by ẋ ∈ f(x)+G(x)u.
Clearly, h(Z,W) = f(Z) +G(Z)W is an interval extension
of h(x, u) = f(x) + G(x)u. Hence, by simple inclusion
between h and h, the set Si solution of (15) is an a priori
rough enclosure as it satisfies the fixed-point equation (7). We
use a Taylor expansion (6) of order D = 2 to obtain

R+
i+1 ⊆ R

+
i + ∆t

(
h(R+

i ,v(ti))
)

+
∆t2

2

(∂h
∂x
h
)

(Si,Vi)

+
∆t2

2

(∂h
∂u

)
(Si,Vi)V(1)

i , (24)

where ∂h
∂x

and ∂h
∂u

are interval extensions of ∂h
∂x and ∂h

∂u ,
respectively. We have that G is an interval extension of ∂h

∂u as

∂h

∂u
(x, u) = G(x) ∈ G(x) =⇒

∂h

∂u
= G. (25)

Furthermore, for all k, p ∈ N[1,n], x ∈ X and u ∈ U , we have

∂hk
∂xp

(x, u) =
∂fk
∂xp

(x, u) +

m∑
l=1

∂Gk,l
∂xp

(x, u)(u)l.

Thus, a consequence of Rademacher’s theorem [22, Theorem
3.1.6] enables to write that

∂fk
∂xp

∈ Lfk [−1, 1] and
∂Gk,l
∂xp

∈ LGk,l
[−1, 1].

Therefore, we have that ∂h
∂x

(Si,Vi) = Jf + JGVi. Finally,
merging ∂h

∂x
and ∂h

∂u
into (24) provides the over-approximating

set (14). �



PROOF OF THEOREM 3
We apply Theorem 2 with V = {u}. Specifically, since u

is such that u̇(t) = 0 for all t ∈ [ti, ti + ∆t], we have that
v(ti) = ui, v([ti, ti + ∆t]) = ui, and v(1)([ti, ti + ∆t]) = 0.
Applying Theorem 2, R+

i+1 as a function of ui is therefore
reduced to a term independent of ui, a term linear in ui, and
a term quadratic in ui.

Specifically, it is immediate from (14) that the term inde-
pendent of ui is given by Bi (18). The term linear in ui is(

G(R+
i )∆t

)
ui +

(
JGuif(Sj) + JfG(Sj)ui

)∆t2

2
. (26)

The k-th component of JGuif(Si) is given by
n∑
p=1

(JGui)k,p(f(Si))p =

n∑
p=1

( m∑
l=1

(JG)k,l,p(ui)l
)
(f(Si))p

=

m∑
l=1

( n∑
p=1

(JG)k,l,p(f(Si))p︸ ︷︷ ︸
(J T

Gf(Si))k,l

)
(ui)l

= (J T
Gf(Si)ui)k. (27)

The quadratic term 0.5∆t2JGuiG(Si)ui in ui satisfies

JGuiG(Si)ui ⊆ JGUG(Si)ui, (28)

JGuiG(Si)ui ⊆ JGuiG(Si)U = J T
GG(Si)Uui. (29)

Henceforth, by combining (26), (27), and (28), the linear
and quadratic terms in ui of R+

i+1 can be over-approximated
by the linear term A+

i ui with A+
i given by (18). Similarly,

using (26), (27), and (29) helps to prove that the linear and
quadratic terms in ui can be also over-approximated by A−i ui
with A−i given by (18). Hence, we deduce the intersection
in (17). �

PROOF OF THEOREM 4
For any x+i+1 = bi + A+

i ui ∈ Bi + A+
i ui and x̂+i+1 =

b̂i + Â+
i ui ∈ Bi +A+

i ui with ui ∈ U , we have that

|c(·, ui, x+i+1)− c(·, ui, x̂+i+1)|

=
∣∣ [x+i+1

ui

]T [
Q S
ST R

] [
x+i+1

ui

]
−
[
x̂+i+1

ui

]T [
Q S
ST R

] [
x̂+i+1

ui

]
+

[
q
r

]T [
x+i+1 − x̂

+
i+1

0

] ∣∣
=
∣∣(x+i+1 − x̂

+
i+1

)T(
Q
(
x+i+1 + x̂+i+1

)
+ 2Sui + q

)∣∣
≤
(
‖(bi − b̂i) + (A+

i − Â
+
i )ui‖2

)(
‖Q
(
(bi + b̂i) + (A+

i + Â+
i )ui

)
+ 2Sui + q‖2

)
. (30)

By definition of the width w, |bi − b̂i| ≤ w(Bi) and |A+
i −

Â+
i | ≤ w(A+

i ). Hence, we can deduce that

‖(bi − b̂i) + (A+
i − Â

+
i )ui‖2 ≤ ‖w(Bi) + w(A+

i )|U|‖2.
(31)

Furthermore, interval arithmetic provides that

(bi + b̂i) + (A+
i + Â+

i )ui ∈
(
2Bi + 2A+

i ui
)
∩ 2X .

Hence, we have

‖2Sui + q +Q
(
(bi + b̂i) + (A+

i + Â+
i )ui

)
‖2

≤ ‖2|SU|+ q + 2|Q(Bi +A+
i U)|‖2,

(32)

‖2Sui + q +Q
(
(bi + b̂i) + (A+

i + Â+
i )ui

)
‖2

≤ ‖2|SU|+ q + 2|QX|‖2.
(33)

Therefore, combining (33) and (32), we have that

‖2Sui + q +Q
(
(bi + b̂i) + (A+

i + Â+
i )ui

)
‖2 ≤ K(A+

i ).
(34)

As a consequence of (30), (31), and (34), we can write

|c(·, ui, x+i+1)− c(·, ui, x̂+i+1)|
≤‖w(Bi) + w(A+

i )|U|‖2K(A+
i ). (35)

Let u∗i be the optimal solution of the one-step optimal
control problem (9) and xi+1(u∗i ) ∈ Bi + A+

i u
∗
i be the

corresponding unknown next state. By optimality of u∗i , we
have that c(xi, u∗i , xi+1(u∗i )) ≤ c(xi, ui, xi+1(ui)) for all
ui ∈ U . If ûi is the optimal solution of the optimistic control
problem (20) and x̂i+1(ûi) ∈ Bi + A+

i u
∗
i is the known next

state for which the optimum of (20) is attained, then

|c?i − c
opt
i | = |c(xi, u

∗
i , xi+1(u∗i ))− c(xi, ûi, x̂i+1(ûi))|

≤ |c(xi, ûi, xi+1(ûi))− c(xi, ûi, x̂i+1(ûi))|
≤ ‖w(Bi) + w(A+

i )|U|‖2K(A+
i ).

Similarly, using A−i instead of A+
i , we can prove that |c?i −

copti | ≤ ‖w(Bi) + w(A−i )|U|‖2K(A−i ). Hence we obtain the
suboptimality bounds (23) for the optimistic control problem.

Finally, let ûi be the optimal solution of the idealistic control
problem (21) and x̂i+1(ûi) = bidei + Aide

i ûi be the next state
for which the optimum is attained. We have that

|cidei − c?i | =

{
cidei − c(xi, u?i , xi+1(u∗i )), if cidei ≥ c?i
c?i − c(xi, ûi, x̂i+1(ûi)), otherwise

≤


c(xi, u

?
i , x̂i+1(u?i ))− c(xi, u?i , xi+1(u∗i )),

if cidei ≥ c?i
c(xi, ûi, xi+1(ûi))− c(xi, ûi, x̂i+1(ûi)),

otherwise

≤ max
(
‖w(Bi) + w(A+

i )|U|‖2K(A+
i ),

‖w(Bi) + w(A−i )|U|‖2K(A−i )
)
,

where the second inequality follows from the definition of
optimality of (9) and (21), and the last inequality follows
similarly to the inequalities obtained for the optimistic sub-
optimality bounds. �
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