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Resilient Constrained Consensus over Complete Graphs

via Feasibility Redundancy

Jingxuan Zhu Yixuan Lin Alvaro Velasquez Ji Liu

Abstract— This paper considers a resilient high-dimensional
constrained consensus problem and studies a resilient dis-
tributed algorithm for complete graphs. For convex constrained
sets with a singleton intersection, a sufficient condition on
feasibility redundancy and set regularity for reaching a desired
consensus exponentially fast in the presence of Byzantine agents
is derived, which can be directly applied to polyhedral sets. A
necessary condition on feasibility redundancy for the resilient
constrained consensus problem to be solvable is also provided.

I. INTRODUCTION

There have been considerable advances in distributed

control and computation algorithms since the study of the

flocking problem [1], which is also known as the consensus

problem [2]. Almost all the distributed algorithms include

consensus as a key component for information fusion. There-

fore, devising resilient consensus algorithms is the first

step toward resilient distributed algorithms in the presence

of adversarial agents. The research on consensus in the

presence of faulty processes can be dated back to [3], [4]

which established fundamental limits and impossibility re-

sults for complete communication graphs. Recently, there has

been considerable interest in designing resilient consensus

algorithms for general, incomplete communication graphs.

Notable examples are [5], [6] which solve the scalar-valued

resilient consensus problem using graph redundancy.

In many distributed algorithms such as distributed opti-

mization and machine learning, agents share relevant lo-

cal information by exchanging real-valued vectors that are

frequently high-dimensional. In high-dimensional settings,

given a set of both non-faulty and faulty vectors (e.g.,

caused by Byzantine attacks), a fundamental problem, the

“Byzantine vector consensus” problem [7], [8], is to find a

vector which lies in the convex hull of the non-faulty vectors.

Necessary and sufficient conditions have been established

in [7] to guarantee the existence of the desired vector

based on Tverberg’s theorem [9], [10], and corresponding

algorithms have been developed in [8] for general graphs.

Such algorithms require a number of redundant agents that

increase linearly in not only the number of adversarial agents

but also the dimension of the consensus vector [7], [8].
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One recent approach appeals to the idea of centerpoints [11]

which improves the necessary and sufficient conditions for

resilient vector consensus. However, computing the desired

intersection of convex hulls, Tverberg partition or centerpoint

in high dimensions is computationally expensive. In a word,

designing a resilient vector consensus scheme applicable

to high-dimensional distributed algorithms in multi-agent

networks is challenging, and there has been vast literature on

this area over the past decade, which cannot be thoroughly

reviewed here. Among all the existing literature, we are

motivated by a recent paper [12] which studies a resilient dis-

tributed convex optimization problem over complete graphs;

the paper proposes a clever and computationally efficient way

for each agent to “filter” its received values and solves the

resilient optimization problem under the assumptions of cost

function redundancy (see Definition 2 in [12]) and strong

convexity of cost functions, the latter implying a unique

optimal solution.

It turns out that the algorithm proposed in [12] makes

use of the idea of constrained consensus [13]–[15], whose

goal is for a group of agents to reach a consensus while

each agent’s state is constrained to be in its local convex set.

Such constraints are inevitable and important in a number

of applications including multi-robot motion planning and

alignment problems, where the constraints represent envi-

ronmental limitations or “safety” requirements [16]. To the

best of our knowledge, resilient constrained consensus has

never been studied, and this paper appears to be the first

study of resilient discrete-time constrained consensus. Since

the problem is challenging, we focus on complete graphs as

a promising starting point of this line of research.

II. PROBLEM AND RESULTS

Consider a network of n agents including up to f Byzan-

tine agents which are able to transmit arbitrary values to

others and capable of sending conflicting values to different

neighbors at any time. The communication relations among

the n agents is assumed to be an n-vertex complete graph

G; in other words, each agent can communicate with any

other agent. Let N be the set of all n agents, H be the set

of normal agents with |H| ≥ n − f , and F be the set of

Byzantine agents with |F| ≤ f . The number f is known

across the network, yet exactly which agents are Byzantine

is unknown to any normal agent. The state of each normal

agent i ∈ H is constrained to be in a closed convex set

Xi ∈ IRm and X ,
⋂

i∈H Xi is nonempty. The goal of

the resilient constrained consensus problem is to devise an
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algorithm for each normal agent which guarantees that all the

normal agents will reach a consensus at some point in X .

We consider the following discrete-time synchronous al-

gorithm for the problem described above. Let xi(t) ∈ IRm

denote agent i’s value at time t. Since G is complete, each

agent receives values from all other agents at each time. Let

xji(t) denote the value received by agent i from agent j
at time t.1 At each time t, each normal agent i ∈ H first

filters its received values as follows: Agent i computes the

Euclidean distance between its own current value xi(t) and

each of received values xji(t), j ∈ N \ {i}, and removes

the furthest f values, with ties broken arbitrarily. Let Mi(t)
denote the set of agents in N \{i} whose values are retained

by agent i at time t. Then, agent i updates its state by setting

xi(t+ 1) = PXi

[

xi(t) + α
∑

j∈Mi(t)

(xji(t)− xi(t))

]

, (1)

where α is a positive stepsize, and PC[·] denotes the Eu-

clidean projection on a closed convex set C, i.e., PC [x] =
argminy∈C ‖x−y‖, where ‖·‖ denotes the Euclidean norm.

Without Byzantine agents and projection operations, algo-

rithm (1) simplifies to xi(t+1) = xi(t)+α
∑

j∈Ni
(xj(t)−

xi(t)), a conventional (unconstrained) consensus algorithm

[2], where Ni denotes the set of neighbors of agent i.
Without Byzantine agents, algorithm (1) becomes xi(t +
1) = PXi

[xi(t) + α
∑

j∈Ni
(xj(t) − xi(t))], a special case

of the discrete-time constrained consensus algorithm [13],

[15]. This paper aims to investigate when algorithm (1) will

guarantee a consensus among all normal agents.

Remark 1: Algorithm (1) was studied in [12] for solving

a resilient distributed convex optimization problem in which

Xi is the optimal solution set of agent i’s local cost function;

thus the conditions provided there rely on Lipschitz smooth-

ness and strong convexity of the cost functions, which do

not exist in constrained consensus. With these in mind, we

study algorithm (1) from a set property perspective. Thus,

the results obtained in [12] cannot be applied to here, and

vice versa. �

To make the resilient constrained consensus problem solv-

able, certain feasibility redundancy is necessary.

Definition 1: The set of normal agents, H, is called k-

redundant if for any subset S ⊆ H such that |S| ≥ n − k,

there holds
⋂

i∈S Xi =
⋂

i∈H Xi.

The definition is prompted by Definition 2 in [17].

Theorem 1: Suppose that there are f Byzantine agents.

Then, all the normal agents can reach a consensus at some

point in X via algorithm (1) only if the set of normal agents

H is 2f -redundant.

The above theorem provides a necessary condition for

algorithm (1) to solve the resilient constrained consensus

problem. In the sequel, we will present a sufficient condition

for solving the problem.

1If agent j is Byzantine, it is possible that xji(t) 6= xjk(t) for any time
t and i 6= k.

Let dist(x, C) denote the distance of a point x to a closed

convex set C, i.e., dist(x, C) = ‖x− PC[x]‖.

Theorem 2: Suppose that X = {x∗} is a singleton and

there are at most f Byzantine agents. Suppose that the set of

normal agents H is k-redundant and there exists a positive

constant µ such that for any x ∈ IRm and S ⊆ H with

|S| ≥ n− k,

max
i∈S

{dist(x,Xi)} ≥ µ dist
(

x,
⋂

i∈S

Xi

)

. (2)

If k > 4f
µ2 +2f−1 and α < (µ2k−2fµ2−4f+µ2)/(4|H|3),

then there exists a constant ρ ∈ (0, 1) for which
∑

i∈H

‖xi(t)− x∗‖2 ≤ ρt
∑

i∈H

‖xi(0)− x∗‖2, t ≥ 0.

The theorem implies that all the normal agents will reach

a consensus at x∗ exponentially fast.

From Definition 1, the k-redundancy requirement can be

met only if the total number of agents n ≥ k + f ; in other

words, the number of normal agents cannot be smaller than

k. It is easy to see that the positive constant µ in (2) must

satisfy µ ≤ 1. More discussion on the role of µ in constrained

consensus can be found in [15]. It is also easy to show that

the upper bound of α in Theorem 2 is strictly positive.

Although condition (2) in Theorem 2 looks restrictive at

a glance, it immediately satisfies if each Xi is a polyhedral

set, i.e., Xi = {x | a⊤i x ≤ bi} with ai ∈ IRm and bi ∈ IR,

as proved in [18]. We thus have the following result.

Corollary 1: Suppose that Xi = {x | a⊤i x ≤ bi}, where

ai ∈ IRm and bi ∈ IR for all i ∈ H, and
⋂

i∈H Xi = {x∗}
is a singleton. Suppose that there are at most f Byzantine

agents and the set of normal agents H is k-redundant. Then,

there exists a positive constant µ such that (2) holds for any

x ∈ IRm and S ⊆ H with |S| ≥ n − k. If, furthermore,

k > 4f
µ2 +2f − 1 and α < (µ2k− 2fµ2− 4f +µ2)/(4|H|3),

there exists a constant ρ ∈ (0, 1) for which
∑

i∈H

‖xi(t)− x∗‖2 ≤ ρt
∑

i∈H

‖xi(0)− x∗‖2, t ≥ 0.

III. ANALYSIS

In this section, we provide the proofs of Theorems 1 and 2.

A. Proof of Theorem 1

We prove the theorem by contradiction. Suppose that H
does not satisfy 2f -redundancy, then we only need to show it

is possible for the normal agents to converge to a consensus

point outside of X or they do not reach consensus.

Since H does not satisfy 2f -redundancy, there exists T̂ ⊂
H, such that |T̂ | ≥ n − 2f and

⋂

i∈T̂ Xi ⊃ X , i.e., ∃ x ∈
⋂

i∈T̂ Xi \ X . Then we can find a subset T ⊆ T̂ , such that

|T | = n− 2f, and we have x ∈
⋂

i∈T Xi \X . The existence

of T̂ also implies that there exists at least a j ∈ H\ T̂ , such

that x /∈ Xj . Now consider the case when there are exactly

f Byzantine agents, i.e., |F| = f, and that xi(0) = x for

all i ∈ T and xjh(t) = x for all j ∈ F , h ∈ H and t ≥ 0.



We will use induction to show xi(t) = x for all i ∈ T and

t > 0.
From the definition of Mi(t), it is easy to show that for

all i ∈ T and j ∈ Mi(0), we have xji(0) = x and xi(1) =
PXi

[xi(0) + α
∑

j∈Mi(0)
(xji(0)− xi(0))] = x.

Suppose xi(t) = x for all i ∈ T , next we will validate

that xi(t + 1) = x for all i ∈ T . Since for i ∈ T , we have

|T \ {i}|+ |F| = n − f − 1 = |Mi(t)|, and since for any

h ∈ T \ {i}
⋃

F , it holds that ‖xi(t) − xhi(t)‖ = 0, we

imply from the filtering policy that Mi(t) = T \ {i}
⋃

F ,
then from (1), xi(t+1) = x, which completes the induction.

The above analysis implies that for all i ∈ T , xi(t)
converges to x, along with the fact that x /∈ Xj , we conclude

that normal agents cannot reach a consensus in the proposed

example, which completes the proof.

B. Proof of Theorem 2

To prove Theorem 2, we need the following lemmas.

Lemma 1: Suppose that the set of normal agents H is k-

redundant and there exists a positive constant µ such that (2)

holds for any x ∈ IRm and S ⊆ H with |S| ≥ n − k. Let

xj be an arbitrary element in Xj , ∀j ∈ H, and S be any set

that contains at least n−k normal agents. Then ∃ 0 < µ ≤ 1
such that for ∀i ∈ H,

max
j∈S

‖xi − xj‖
2 ≥ µ2‖xi − x∗‖2. (3)

Proof of Lemma 1: Let S be an arbitrary subset of H that

satisfies |S| ≥ n − k. Since H is k-redundant,
⋂

j∈S Xj =
⋂

j∈H Xj = X = {x∗}, then using (2), we have

max
j∈S

{dist(xi,Xj)} ≥ µ dist(x,X ) = µ‖xi − x∗‖. (4)

It is easy to see that for any xj ∈ Xj , j ∈ H we have

‖xi − xj‖ ≥ dist(xi, Xj). (5)

Combining (4) and (5), we obtain that

max
j∈S

‖xi − xj‖
2 ≥ max

j∈S
{dist2(xi,Xj)} ≥ µ2‖xi − x∗‖2.

This completes the proof.

To proceed, let V (t) = ‖PXi
[xi(t)] − x∗‖2. From algo-

rithm (1), we obtain that

Vi(t+1) =
∥

∥

∥
PXi

[

xi(t)+α
∑

j∈Mi(t)

(xji(t)−xi(t))
]

−x∗
∥

∥

∥

2

.

Let 〈x, y〉 = x⊤y for any x, y ∈ IRm. Due to non-expansion

property of Euclidean projection onto a convex set,

Vi(t+ 1) ≤
∥

∥

∥
xi(t)− x∗ + α

∑

j∈Mi(t)

(xji(t)− xi(t))
∥

∥

∥

2

= Vi(t) + α2
∥

∥

∥

∑

j∈Mi(t)

(xji(t)− xi(t))
∥

∥

∥

2

− 2α
〈

xi(t)− x∗,
∑

j∈Mi(t)

(xi(t)− xji(t))
〉

.

Let

φi(t) =
〈

xi(t)− x∗,
∑

j∈Mi(t)

(xi(t)− xji(t))
〉

, (6)

and

ψi(t) =
∥

∥

∥

∑

j∈Mi(t)

(xji(t)− xi(t))
∥

∥

∥

2

. (7)

Combining these together, we have

Vi(t+ 1) ≤ Vi(t)− 2αφi(t) + α2ψi(t). (8)

Summing up (8) for all i ∈ H, we obtain that

V (t+ 1) ≤ V (t)− 2α
∑

i∈H

φi(t) + α2
∑

i∈H

ψi(t). (9)

For all i ∈ H, let Hi = H \ {i}, and Li(t) be the set

of normal agents in the filtered set Mi(t), i.e., Li(t) =
Mi(t)

⋂

Hi, and Fi(t) = Mi(t) \ Li(t). Note that |H| −
f − 1 ≤ |Li(t)| ≤ n− f − 1.

Lemma 2: For any agent i ∈ H, let

ei(t) =
∑

j∈Fi(t)

(xi(t)− xji(t)) −
∑

j∈Hi\Li(t)

(xi(t)− xji(t))

(10)

and

Si(t) =
1

2

∑

j∈H

‖xi(t)− xj(t)‖
2 + 〈xi(t)− x∗, ei(t)〉. (11)

Then,

Si(t) ≥
1

2

∑

j∈Li(t)

‖xi(t)− xj(t)‖
2

− 2
∑

j∈Hi\Li(t)

‖xi(t)− x∗‖2, (12)

and
∑

i∈H

φi(t) =
∑

i∈H

Si(t). (13)

Proof of Lemma 2: From the definition of Li(t) and Fi(t),
∑

j∈Mi(t)

(xi(t)− xji(t))

=
∑

j∈Li(t)

(xi(t)− xji(t)) +
∑

j∈Fi(t)

(xi(t)− xji(t)) (14)

=
∑

j∈Hi

(xi(t)− xj(t)) −
∑

j∈Hi\Li(t)

(xi(t)− xji(t))

+
∑

j∈Fi(t)

(xi(t)− xji(t)).

From the definition of ei(t) given in (10), we have
∑

j∈Mi(t)
(xi(t)− xji(t)) =

∑

j∈Hi
(xi(t)− xj(t)) + ei(t).

Substituting it in (6), we obtain that

φi(t) =
〈

xi(t)− x∗,
∑

j∈Hi

(xi(t)− xj(t))
〉

+ 〈xi(t)− x∗, ei(t)〉.



Therefore,
∑

i∈H

φi(t) =
∑

i∈H

(

〈

xi(t)− x∗,
∑

j∈Hi

(xi(t)− xj(t))
〉

+ 〈xi(t)− x∗, ei(t)〉
)

.

Note that as xi(t)− xj(t) = xi(t)− x∗ − (xj(t)− x∗) and

that graph G is complete,
∑

i∈H

〈

xi(t)− x∗,
∑

j∈Hi

(xi(t)− xj(t))
〉

=
∑

i∈H

∑

j∈H

〈xi(t)− x∗, xi(t)− xj(t)〉 (15)

=
∑

i∈H

∑

j∈H

‖xi(t)− xj(t)‖
2

+
∑

i∈H

∑

j∈H

〈xj(t)− x∗, xi(t)− xj(t)〉

=
∑

i∈H

∑

j∈H

‖xi(t)− xj(t)‖
2

−
∑

i∈H

∑

j∈H

〈xi(t)− x∗, xi(t)− xj(t)〉, (16)

where we substitute i and j in the last step. Combining (15)

and (16), we have
∑

i∈H

〈

xi(t)− x∗,
∑

j∈Hi

(xi(t)− xj(t))
〉

=
1

2

∑

i∈H

∑

j∈H

‖xi(t)− xj(t)‖
2.

From the definition of Si(t) in (11), we have
∑

i∈H φi(t) =
∑

i∈H Si(t). From (10), we obtain that ‖ei(t)‖ ≤
∑

j∈Fi(t)
‖xi(t) − xji(t)‖ +

∑

j∈Hi\Li(t)
‖xi(t) − xj(t)‖.

Recall from the algorithm, it holds that ‖xi(t) − xki(t)‖ ≤
‖xi(t) − xj(t)‖ for k ∈ Fi(t) and j ∈ Hi \ Li(t). Since

|Fi(t)| = |Hi \ Li(t)|, we have
∑

j∈Fi(t)

‖xi(t)− xji(t)‖ ≤
∑

j∈Hi\Li(t)

‖xi(t)− xj(t)‖. (17)

Thus, ‖ei(t)‖ ≤ 2
∑

j∈Hi\Li(t)
‖xi(t) − xj(t)‖. Moreover,

using the Cauchy-Schwartz inequality, we have

〈xi(t)− x∗, ei(t)〉 ≥ −‖xi(t)− x∗‖ · ‖ei(t)‖

≥ −2
∑

j∈Hi\Li(t)

‖xi(t)− x∗‖ · ‖xi(t)− xj(t)‖

≥ −
∑

j∈Hi\Li(t)

(

2‖xi(t)− x∗‖2 +
1

2
‖xi(t)− xj(t)‖

2
)

.

Substituting from above in (11), we obtain that

Si(t)

≥
1

2

∑

j∈H

‖xi(t)− xj(t)‖
2 −

1

2

∑

j∈Hi\Li(t)

‖xi(t)− xj(t)‖
2

− 2
∑

j∈Hi\Li(t)

‖xi(t)− x∗‖2

=
1

2

∑

j∈Li(t)

‖xi(t)− xj(t)‖
2 − 2

∑

j∈Hi\Li(t)

‖xi(t)− x∗‖2.

This completes the proof.

Lemma 3: Suppose that the set of normal agents H is k-

redundant and there exists a positive constant µ such that

(2) holds for any x ∈ IRm and S ⊆ H with |S| ≥ n − k.

Suppose that
⋂

i∈H Xi = {x∗}. If k > 4f
µ2 + (2f − 1), then

∑

i∈H

φi(t) ≥
(µ2

2
k −

4f + 2fµ2 − µ2

2

)

V (t). (18)

Proof of Lemma 3: Since |Li(t)| ≥ n−2f −1, f ≥ 1 and

n− k ≤ n− 4f
µ2 − (2f − 1) ≤ n− 6f +1, we have n− k ≤

|Li(t)∪{i}|. Thus, there exists a subset L̂i(t) ⊂ Li(t)∪{i}
with |L̂i(t)| = n − k such that for any agent j ∈ Li(t) ∪
{i} \ L̂i(t), we have maxk∈L̂i(t)

‖xi − xk‖2 ≤ ‖xi − xj‖2.

Let L̃i(t) = Li(t)∪{i} \ L̂i(t) for all i and t ≥ 0. By using

(3) in Lemma 1, we have max
j∈L̂i(t)

‖xi(t) − xj(t)‖2 ≥

µ2‖xi(t)− x∗‖2, and

∑

j∈L̃i(t)

‖xi(t)− xj(t)‖
2

≥ (n− 2f − (n− k))µ2‖xi(t)− x∗‖2

= (k − 2f)µ2‖xi(t)− x∗‖2.

Then,

∑

j∈Li(t)

‖xi(t)− xj(t)‖
2

=
∑

j∈L̃i(t)

‖xi(t)− xj(t)‖
2 +

∑

j∈L̂i(t)

‖xi(t)− xj(t)‖
2

≥ (k − 2f + 1)µ2‖xi(t)− x∗‖2.

By applying to (12) in Lemma 2,

Si(t)

≥
( (k − 2f + 1)µ2

2
− 2(|Hi| − |Li(t)|)

)

· ‖xi(t)− x∗‖2

≥
(µ2

2
k −

4f + 2fµ2 − µ2

2

)

· ‖xi(t)− x∗‖2.

where we use |Hi| − |Li(t)| ≤ f in the last equality. In

addition, using (13), we obtain that

∑

i∈H

φi(t) =
∑

i∈H

Si(t) ≥
(µ2

2
k −

4f + 2fµ2 − µ2

2

)

V (t).

This completes the proof.

Lemma 4: For all time t,

∑

i∈H

ψi(t) ≤ 4|H|3V (t). (19)



Proof of Lemma 4: From (14) and (17),
∥

∥

∥

∑

j∈Mi(t)

(xi(t)− xji(t))
∥

∥

∥

≤
∑

j∈Li(t)

‖xi(t) − xj(t)‖+
∑

j∈Fi(t)

‖xi(t)− xji(t)‖

≤
∑

j∈Li(t)

‖xi(t) − xj(t)‖+
∑

j∈Hi\Li(t)

‖xi(t)− xj(t)‖

=
∑

j∈Hi

‖xi(t)− xj(t)‖

≤
∑

j∈Hi

‖xi(t)− x∗‖+
∑

j∈Hi

‖xj(t)− x∗‖.

Thus,

∑

i∈H

∥

∥

∥

∑

j∈Mi(t)

(xi(t)− xji(t))
∥

∥

∥

≤ (|H| − 1)
∑

i∈H

‖xi(t)− x∗‖+
∑

i∈H

∑

j∈Hi

‖xj(t)− x∗‖.

Since graph G is complete, we have

∑

i∈H

∑

j∈Hi

‖xj(t)− x∗‖ =
∑

i,j∈H,i6=j

‖xj(t)− x∗‖

=
∑

j∈H

∑

i∈Hj

‖xj(t)− x∗‖ = (|H| − 1)
∑

j∈H

‖xj(t)− x∗‖.

Then,

∑

i∈H

∥

∥

∥

∑

j∈Mi(t)

xi(t)− xji(t)
∥

∥

∥
< 2|H|

∑

i∈H

‖xi(t)− x∗‖.

Therefore, by using the definition of ψi(t) in (7),

∑

i∈H

ψi(t) =
∑

i∈H

∥

∥

∥

∑

j∈Mi(t)

(xi(t)− xji(t))
∥

∥

∥

2

≤
(

∑

i∈H

∥

∥

∥

∑

j∈Mi(t)

(xi(t)− xji(t))
∥

∥

∥

)2

≤ 4|H|2
(

∑

i∈H

‖xi(t)− x∗‖
)2

≤ 4|H|3
∑

i∈H

‖xi(t)− x∗‖2 = 4|H|3V (t).

This completes the proof.

We are now in a position to prove Theorem 2.

Proof of Theorem 2: From (9), (18) in Lemma 3, and (19)

in Lemma 4, we have

V (t+ 1)

≤ V (t)−
(

µ2k − 4f + 2fµ2 − µ2
)

αV (t) + 4|H|3α2V (t)

=
(

1−
(

µ2k − 4f − 2fµ2 + µ2
)

α+ 4|H|3α2
)

V (t).

Let ρ = 1 −
(

µ2k − 4f − 2fµ2 + µ2
)

α + 4|H|3α2. When

α < (µ2k − 4f − 2fµ2 + µ2)/(4|H|3), V (t) converges

exponentially fast at a rate of ρ.

IV. CONCLUSION

Resilient high-dimensional resilient constrained consensus

in the presence of Byzantine agents has been studied for

complete graphs in this paper. A necessary condition on

feasibility redundancy for solving the problem has been pro-

vided. A sufficient condition for exponentially fast consensus

has been derived for the case when the intersection of all

convex constrained sets is a singleton. We observe that the

derived sufficient condition on feasibility redundancy could

be quite conservative compared with the necessary condition.

For future work, we aim to reduce the gap between the

necessary condition and sufficient condition, study general

incomplete graphs, perform simulations for various Byzan-

tine strategies, and apply resilient constrained consensus to

distributed autonomous systems.

REFERENCES

[1] A. Jadbabaie, J. Lin, and A. S. Morse. Coordination of groups
of mobile autonomous agents using nearest neighbor rules. IEEE

Transactions on Automatic Control, 48(6):988–1001, 2003.
[2] R. Olfati-Saber, J. A. Fax, and R. M. Murray. Consensus and

cooperation in networked multi-agent systems. Proceedings of the

IEEE, 95(1):215–233, 2007.
[3] M. Fischer, N. A. Lynch, and M. S. Paterson. Impossibility of dis-

tributed consensus with one faulty process. Journal of the Association

for Computing Machinery, 32(2):374–382, 1985.
[4] D. Dolev, N. A. Lynch, S. S. Pinter, E. W. Stark, and W. E. Weihl.

Reaching approximate agreement in the presence of faults. Journal of

the Association for Computing Machinery, 33(3):499–516, 1986.
[5] N. H. Vaidya, L. Tseng, and G. Liang. Iterative approximate byzantine

consensus in arbitrary directed graphs. In Proc. of the ACM Symposium

on Principles of Distributed Computing, pages 365–374, 2012.
[6] H. J. Leblance, H. Zhang, X. Koutsoukos, and S. Sundaram. Resilient

asymptotic consensus in robust networks. IEEE Journal on Selected

Areas in Communications, 31(4):766–781, 2013.
[7] N. H. Vaidya and V. K. Garg. Byzantine vector consensus in complete

graphs. In Proceedings of the ACM Symposium on Principles of

Distributed Computing, pages 65–73, 2013.
[8] N. H. Vaidya. Iterative Byzantine vector consensus in incomplete

graphs. In Proceedings of the 15th International Conference on

Distributed Computing and Networking, pages 14–28, 2014.
[9] H. Tverberg. A generalization of Radon’s theorem. Journal of the

London Mathematical Society, 41:123–128, 1966.
[10] P. K. Agarwal, M. Sharir, and E. Welzl. Algorithms for center and

Tverberg points. In Proceedings of the 20th Annual Symposium on

Computational Geometry, pages 61–67, 2004.
[11] M. Shabbir, J. Li, W. Abbas, and X. Koutsoukos. Resilient vector

consensus in multi-agent networks using centerpoints. In Proceedings

of the American Control Conference, pages 4387–4392, 2020.
[12] N. Gupta, T. T. Doan, and N. H. Vaidya. Byzantine fault-tolerance in

decentralized optimization under 2f -redundancy. In Proceedings of

the 2021 American Control Conference, pages 3632–3637, 2021.
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