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Abstract

Recent research has shown that supervised learning can be an effective tool for de-
signing optimal feedback controllers for high-dimensional nonlinear dynamic systems.
But the behavior of these neural network (NN) controllers is still not well understood.
In this paper we use numerical simulations to demonstrate that typical test accuracy
metrics do not effectively capture the ability of an NN controller to stabilize a system.
In particular, some NNs with high test accuracy can fail to stabilize the dynamics.
To address this we propose two NN architectures which locally approximate a linear
quadratic regulator (LQR). Numerical simulations confirm our intuition that the pro-
posed architectures reliably produce stabilizing feedback controllers without sacrificing
optimality. In addition, we introduce a preliminary theoretical result describing some
stability properties of such NN-controlled systems.

1 Introduction

Designing optimal feedback controllers for high-dimensional nonlinear systems remains an
outstanding challenge for the control community. Even when the system dynamics are
known, to design such controllers one needs to solve a Hamilton-Jacobi-Bellman (HJB) par-
tial differential equation (PDE), whose dimension is the same as that of the state space. This
leads to the well-known curse of dimensionality, which rules out traditional discretization-
based approaches. In recent years, research on supervised learning has demonstrated the
promise of these methods for handling challenging, high-dimensional problems.

The core idea of supervised learning is to generate data by solving many open loop optimal
control problems and then fit a model to this data set, thus obtaining an approximate
optimal feedback controller. Various specific model design and training approaches have
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Figure 1: Simulation of the Burgers’-type PDE (4.1) with a standard NN feedback controller
(no LQR component) exhibiting instability. The top plot shows the evolution of the state
X(t, ξ), where ξ is the spatial variable.

been developed within this framework. Earlier work [16, 17] uses sparse grid interpolation to
approximate the solution of the HJB equation – called the value function – and its gradient,
which is used to compute the optimal feedback control. This line of work has been futher
developed using nonlinear regression with NNs [12, 11, 24, 25, 26] and sparse polynomials
[3], significantly increasing the maximum feasible problem dimension. A variation of the
method in [25] is proposed by [7], in which the value gradient is directly approximated
without learning the value function itself, while [31, 33, 20, 12, 11] use NNs to directly
approximate the control policy without solving the HJB equation.

There are also several closely-related research directions which do not quite fall into
the same framework. For example, [2] propose learning solutions to state-dependent Riccati
equations, which yields a suboptimal feedback control law. Many NN-based methods attempt
to solve the HJB PDE in the least-squares sense by minimizing the residual of the PDE
and boundary conditions at randomly sampled collocation points [1, 34, 32]. Lastly, [10,
27, 19] propose self-supervised learning approaches to solve the HJB equation along its
characteristics without generating any data. Of course, many other methods have been
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proposed for solving HJB equations and designing feedback controllers, but in the present
work we focus on supervised learning approaches as these explicitly quantify error with
respect to the optimal control.

Despite promising developments in the methodology, much less work has been done to
study and improve the stability and reliability of these NN controllers. To see why this is
needed, if we train a set of NNs to control a Burgers’-type PDE system (4.1), a surprisingly
large fraction of these fail to stabilize the system despite having good test accuracy. Figure 1
shows a closed loop simulation with one such controller where the NN-controlled trajectory
closely tracks the optimal (stable) trajectory until t ≈ 15 when it goes unstable. Undesirable
behavior like this obviates the need for better understanding, more rigorous testing, and more
reliable algorithms.

Previously, [33] have also pointed out that test accuracy incompletely characterizes the
performance of NN controllers, and suggest some more practical evaluations of optimality
and stability. Ref. [13] study linear stability near a desired equilibrium, linear time delay
stability, and stability around a nominal trajectory using high order Taylor maps. Finally,
[26] propose QRnet, an NN architecture incorporating an LQR which makes training more
reliable.

The purpose of this paper is twofold: first, to bring attention to stability issues with
NN-controlled systems; and second, to propose some NN architectures which can potentially
mitigate these challenges. We start by describing the problem setting in Section 2. In
Section 3 we propose λ-QRnet and u-QRnet, two NN architectures which retain the stability
and robustness properties of QRnet while ensuring that the desired system equilibrium is
always achieved. We emphasize that these controllers are designed not just for stability, but
also optimality. In Section 4 we apply several practical closed loop stability and optimality
tests to demonstrate the advantages of the proposed NN architectures. As a testbed we
use the Burgers’-type PDE system (4.1), which is nonlinear, open loop unstable, and high-
dimensional. This leads us to Section 5 in which we consider a new theoretical perspective
which probabilistically relates test accuracy and system stability, qualitatively describing
what we see in practice that NNs with similar test error can sometimes be stable or unstable.
A summary and directions for future work are given in Section 6.

2 Problem setting

We focus our attention on infinite-horizon nonlinear optimal control problems (OCPs) of the
form 




minimize
u(·)

J [u(·)] =

∫ ∞

0

L(x,u)dt,

subject to ẋ(t) = f (x,u),
x(0) = x0,
u(t) ∈ U.

(2.1)

Here x : [0,∞) → R
n is the state, u : [0,∞) → U ⊆ R

m is the control, and f : Rn×U → R
n

is a vector field which is continuously differentiable (C1) in x and u. We consider box control
constraints which can be expressed as

U = {u ∈ R
m |umin,i ≤ ui ≤ umax,i, i = 1, . . . , m} , (2.2)
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for vectors umax,umin ∈ R
m containing the minimum and maximum values for u(·); and we

consider running costs L : Rn × U → [0,∞) of the form

L(x,u) = q (x− xf) + (u− uf)
T
R (u− uf) . (2.3)

Here (xf ,uf) ∈ R
n × U is a (possibly unstable) equilibrium of the dynamics such that

f (xf ,uf) = 0, R ∈ R
m×m is a positive definite matrix, and q : Rn → [0,∞) is a smooth,

positive semi-definite function with the Taylor series approximation

q (x− xf) ≈ (x− xf)
T
Q (x− xf) , Q :=

∂2q

∂x2

∣∣∣∣
xf

. (2.4)

This standard cost function is a natural choice for regularization or set-point tracking prob-
lems where we want to stabilize the objective state xf . We make the standard assumption
that uf is contained in an open subset of U. We also assume the dynamics f (·) are known
and that the OCP (2.1) is well-posed, i.e. that an optimal control u∗(t) exists such that
J [u∗(·)] < ∞ and limt→∞ L (x∗(t),u∗(t)) = 0.

2.1 The Hamilton-Jacobi-Bellman equation

Due to real-time application requirements, we would like to design a closed loop feedback
controller, u∗(t) = u∗ (x(t)), which can be evaluated online given any measurement of x.
The mathematical framework for designing such an optimal feedback policy is the HJB
equation.

Let the value function V : Rn → R be the optimal cost-to-go of (2.1) starting at the
point x(0) = x:

V (x) := J [u∗(·)] . (2.5)

The value function (2.5) is the unique viscosity solution [8] of the steady state HJB PDE,





min
u∈U

{
L(x,u) +

∂V

∂x
f (x,u)

}
= 0,

V (xf) = 0.
(2.6)

If (2.6) can be solved (in the viscosity sense), then it provides both necessary and sufficient
conditions for optimality. Next we define the Hamiltonian

H(x, , u) := L(x,u) + λTf (x,u), (2.7)

for λ ∈ R
n. Given the gradient of value function, Vx := [∂V/∂x]T , we know that the optimal

control must satisfy the Hamiltonian minimization condition

u∗(x) = u∗ (x;Vx(x)) = arg min
u∈U

H (x, Vx,u) . (2.8)

Thus if we can solve (2.6), the optimal feedback control is obtained online as the solution of
(2.8).

4



Because solving (2.6) for general nonlinear systems is extremely challenging, a common
approach is to linearize the dynamics about (x = xf ,u = uf) to get the approximation

{
ẋ ≈ A (x− xf) +B (u− uf) ,

A := ∂f
∂x

∣∣
xf ,uf

, B := ∂f
∂u

∣∣
xf ,uf

.
(2.9)

Under the standard conditions that (A,B) is controllable and
(
A,Q1/2

)
is observable, then

the value function of the OCP with linear dynamics (2.9) and quadratic cost (2.3) is

V LQR(x) = (x− xf)
TP (x− xf), (2.10)

where P ∈ R
n×n is a positive definite matrix satisfying the Riccati equation,

Q+ATP + PA− PBR−1BTP = 0. (2.11)

Furthermore, the resulting state feedback controller is linear with constant gain:

uLQR(x) = uf −K(x− xf), K = R−1BTP . (2.12)

Sufficiently near the equilibrium xf , the LQR value function V LQR(·) and linear controller
uLQR(·) are good approximations of the true value function V (·) and optimal control u∗(·).
But further away from xf , the control is suboptimal and in some cases may even fail to
stabilize the nonlinear dynamics. For this reason we are interested in computing the full
nonlinear optimal feedback control u∗(·) over a semi-global domain.

2.2 Pontryagin’s Minimum Principle

To circumvent the challenge of directly solving the HJB equation (2.6), we can leverage the
necessary conditions for optimality well-known in optimal control as Pontryagin’s Minimum
Principle (PMP). This is a two-point BVP, which for the OCP (2.1) takes the form [28]

lim
tf→∞

{
ẋ(t) = f (x,u∗(x;λ)), x(0) = x0,

λ̇(t) = −Hx(x,λ,u
∗(x;λ)), λ(tf) = 0.

(2.13)

Here λ : [0,∞) → R
n is called the costate. If we assume that the solution of (2.13) is

optimal, then along the trajectory x = x∗(t;x0) we have

{
V (x) =

∫∞

t
L (x(s),u∗(s)) ds,

Vx(x) = λ(t), u∗(x) = u∗(t).
(2.14)

In the finite-horizon case, the finite-horizon BVP describes the characteristics of the time-
dependent HJB equation. While the stationary HJB equation (2.6) does not have char-
acteristics in the same sense, by viewing (2.6) as the infinite-horizon limit of the usual
time-dependent HJB equation, we can see that it maintains the same relationship with the
infinite-horizon BVP (2.13).

In general, the BVP (2.13) admits multiple solutions. So while the characteristics of
the value function satisfy (2.13), there may be other solutions to these equations which
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are sub-optimal and thus not characteristics. In certain problems the characteristics can
also intersect, giving rise to non-smooth value functions and difficulties in applying (2.14).
Optimality of solutions to (2.13) can be guaranteed under some convexity conditions (see e.g.
[23]). For most dynamical systems it is difficult to verify such conditions globally, but we
can guarantee optimality locally around an equilibrium point [22]. Addressing the challenge
of global optimality is beyond the scope of the present work, so in this paper we assume that
solutions of (2.13) are optimal. Under this assumption, the relationship between PMP and
the value function given in (2.14) holds everywhere.

Note the supervised learning approaches based on PMP can still be applied even when
optimality cannot be verified. In such cases PMP remains the prevailing tool for finding
candidate optimal solutions, and from these the proposed method yields a stabilizing feedback
controller which satisfies necessary conditions for local optimality.

3 Optimal feedback design with λ-QRnet and u-QRnet

architectures

In this paper we consider feedback controllers designed by means of supervised learning to
approximate the optimal control. That is, we learn a feedback control policy

û : Rn → U, û(x) ≈ u∗(x),

based on data generated with PMP. As discussed in Section 1, one can directly model
the optimal control policy, or alternatively, model the value function or its gradient and
substitute the approximate gradient into (2.8) to obtain the control.

While previous work has clearly demonstrated the potential of supervised learning with
NNs as a means of overcoming the curse of dimensionality in optimal control, NNs are
notoriously “black boxes” and their behavior – especially when implemented in the closed
loop system – is hard to predict. Even if we can train a highly accurate NN, it can still fail
to stabilize the closed loop system. Further, under an NN-based feedback control the goal
state xf may not be an equilibrium. This motivates us to design feedback controllers with
built-in stability properties.

In this paper we introduce two NN architectures, λ-QRnet and u-QRnet, which automat-
ically make xf an equilibrium and locally approximate the LQR control (2.12). Section 3.1
describes the proposed architectures, both of which combine a linear term from LQR with
an NN. The LQR terms are good approximations of the optimal control near xf , and in-
tuitively enhance local stability. Meanwhile, the NNs are intended to capture nonlinearities
and thereby learn the nonlinear optimal feedback over a large domain.

Once we have chosen a model structure, supervised learning can be broken down into
three steps: data generation (Section 3.3), training (Section 3.4), and finally model evaluation
against test data (Section 3.5). In Section 4 we illustrate a more rigorous test regimen
specifically for control design, by which we demonstrate that the proposed controllers yield
locally stabilizing controllers which closely approximate the nonlinear optimal feedback law.
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3.1 Model architectures

We start with λ-QRnet, which can be readily used if the optimal control is available analyt-
ically as a function of Vx(·). In this case we implement the feedback control as

û(x) = u∗
(
x; λ̂(x)

)
, (3.1)

where λ̂(x) ≈ Vx(x) is an approximation of value gradient of the form

λ̂(x) = 2P (x− xf) +N (x; θ)−N (xf ; θ) . (3.2)

Here N : R
n × R

p → R
n is a nonlinear vector-valued C1 function (such as an NN) pa-

rameterized by θ ∈ R
p. Notice the linear component 2P (x− xf) which is the LQR value

gradient.
Next we introduce u-QRnet, which can be used even if we cannot easily write down u∗(·)

in terms of Vx(·). In this case we directly approximate the optimal control by

û(x) = σ (uf −K (x− xf) +N (x; θ)−N (xf ; θ)) , (3.3)

where now N : Rn × R
p → R

m instead of Rn, and σ : Rm → R
m is a generalized logistic

function which smoothly saturates the control:

σ(u) := umin +
umax − umin

1 + c1 exp [−c2 (u− uf)]
. (3.4)

Here umax,umin ∈ R
m are vectors containing the (componentwise) minimum and maximum

values for u(·), and c1, c2 > 0 are constants which we set as

c1 =
umax − uf

uf − umin
, c2 =

umax − umin

(umax − uf) (uf − umin)
. (3.5)

It is straightforward to verify that these choices of c1, c2 satisfy σ (uf) = uf and ∂σ
∂u

(uf) = 1.
Consequently, σ(·) smoothly imposes saturation constraints while preserving the unsaturated
control behavior near uf . Notice again the linear component K (x− xf) which comes from
the LQR control.

One of the main advantages of these architectures is that they automatically make the
goal state xf an equilibrium. This is achieved by the [−N (xf ; θ)] term in (3.2) and (3.3),
which is also suggested in [19]. This property is formalized in the following proposition,
whose proof is straightforward.

Proposition 1 (λ-QRnet and u-QRnet equilibria). Assume that uf is in an open ball con-
tained in U and û(·) is a feedback policy specified by (3.1–3.2) or (3.3–3.5). Then xf is an
equilibrium of the NN-controlled system, ẋ = f (x, û(x)).

Proof. Evaluating (3.2) at x = xf gives λ̂ (xf) = 0 = Vx (xf) which implies

û (xf) = u∗
(
x; λ̂ (xf)

)
= u∗ (x;Vx (xf)) = uf .

Alternatively, evaluating (3.3–3.5) at x = xf yields û (xf) = σ (uf) = uf . It follows that
ẋ = f (xf , û (xf)) = f (xf ,uf) = 0 for both architectures (3.1–3.2) and (3.3–3.5).
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Remark 1. Implementing the proposed controllers requires solving the Riccati equation
(2.11) to compute the P and K matrices, which can be done numerically for well-posed
OCPs. We note that while linearizations of (3.2) and (3.3) at xf do not exactly recover the
LQR gain, in practice the difference is usually small. Thus local stability is usually preserved
by LQR’s large gain and phase margins (see Section 4.2).

3.2 Related architectures

The proposed model architectures are similar to QRnet [26], which approximates the control
based on the gradient of a value function model

V̂ (x) =
1

γ
log

[
1 + γV LQR (x)

]
+N (x; θ) , (3.6)

where γ > 0 is a trainable parameter and N : Rn × R
p → R is an NN. Like the controllers

introduced in this paper, we can see that (3.6) combines an NN with the LQR approximation
V LQR(·) to improve performance near xf . Although QRnet empirically improves stability
properties, it does not guarantee that the goal state xf will be stable, let alone an equilibrium.
For this reason, in preliminary experiments we implemented a similar value function model

V̂ (x) =
1

γ
log

[
1 + γV LQR (x)

]
[1 +N (x; θ)] . (3.7)

Straightforward computations show that an NN controller û(x) = u∗
(
x; V̂x(x)

)
using the

gradient V̂x(·) of (3.7) automatically makes xf an equilibrium and locally approximates the
LQR value function and control up to a scalar multiple κ = 1+N (xf ; θ). One can apply the
gain margin properties of LQR [35, Theorem 4] to show that this controller locally stabilizes
xf as long as κ > 1/2, which always occurs in practice as a result of NN training. Despite
these favorable local properties we found experimentally that, when evaluated on a large test
domain, the closed loop performance was no better than a plain NN and significantly worse
than than QRnet.

In contrast, the proposed λ-QRnet and u-QRnet architectures ensure that the goal state
xf is an equilibrium while retaining the enhanced local stability and semi-global perfor-
mance properties of QRnet. In addition, while λ-QRnet and u-QRnet approximate higher-
dimensional output functions which require larger output layers in the NN, since we do not
need to take the gradients of V̂ (·) with respect to x to evaluate û(·), training time is actually
reduced. (see Figure 2).

3.3 Data generation

To generate training and testing data for supervised learning, we solve the open loop OCP
(2.1) for a set of (randomly sampled) initial conditions. For each open loop solution we apply
(2.14) at each point along the controlled trajectory x = x(t;x0) to obtain input-output pairs
x(i),

(
Vx

(
x(i)

)
,u∗

(
x(i)

))
, and where the superscript (i) is the sample index. Aggregating
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data from all open loop solutions1, we obtain a data set

Dtrain =
{
x(i), Vx

(
x(i)

)
,u∗

(
x(i)

)}Ntrain

i=1
. (3.8)

We recall that each open loop OCP can be solved independently without knowledge of nearby
solutions, and is related to the closed loop solution by PMP. Methods based on this idea are
referred to as causality-free [16].

Algorithms for solving the open loop OCP (2.1) can be broadly classified as indirect or
direct methods [4]. Indirect methods take the “optimize then discretize” approach, solving
the OCP (2.1) by way of the two-point BVP (2.13). As such, these methods provide both
costate and control data and can thus be used either for learning the optimal control law
directly or learning the value function.

Direct methods, on the other hand, take the “discretize then optimize” approach, trans-
forming the OCP (2.1) into a large nonlinear programming problem. One significant ad-
vantage of direct methods is their ability to easily handle more complicated OCPs, such as
those with path constraints. In the context of supervised learning, [33, 20] use Hermite-
Simpson direct collocation to generate data for finite-horizon OCPs. Alternatively, Radau
pseudospectral methods [30, 9] are ideal for solving infinite-horizon open loop OCPs, though
they have not yet been used for supervised learning. We note that pseudospectral methods
have the added benefit of the covector mapping principle [29, 9], which allows one to extract
the costates from the solution of the discretized OCP and thus generate data for learning
the value function or its gradient.

In this paper we put aside the details of how best to generate data, and assume that we
can generate accurate data of the form (3.8) as we desire. For more detailed discussions on
solving infinite-horizon open loop OCPs (2.1) and data generation methods in supervised
learning, we refer the reader to [15, 26, 4, 9] and references therein.

3.4 Model training

Once a set of training data is available, the next step is training – i.e. data-driven optimiza-
tion. If we denote the model parameters by θ (i.e. the weights and biases of the NN), then
the NN is trained by minimizing a mean squared error loss function:

θ = arg min
θ

1

Ntrain

Ntrain∑

i=1

∥∥û
(
x(i); θ

)
− u∗

(
x(i)

)∥∥2

2
. (3.9)

As is standard in machine learning, the models learn on data which has been scaled to the
range [−1, 1], and the output is accordingly rescaled to the original domain when ultimately
used for control.

When training λ-QRnet, one could optionally augment the loss function (3.9) with an
additional term to learn the value gradient [12, 11, 24, 25, 7], for example

lossλ(θ) =
1

Ntrain

Ntrain∑

i=1

∥∥∥λ̂
(
x(i); θ

)
− Vx

(
x(i)

)∥∥∥
2

2
, (3.10)

1Note that there is no need to distinguish data from different trajectories as the value function and
optimal feedback control are time-independent.
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and/or a term to minimize the residual of the HJB equation (2.6). Both λ-QRnet and u-
QRnet approaches would also work well in conjunction with active learning methods [25].
For both λ-QRnet and u-QRnet we carry out numerical optimization using L-BFGS [6] as
we find that it is faster than stochastic gradient descent for moderately-sized data sets and
NNs.

3.5 Quantifying model accuracy

To quantify the accuracy of the model, we generate a second test data set, Dtest, from
independently drawn initial conditions. During training, the NN sees only data points from
the training set Dtrain, while Dtest is reserved for evaluating approximation accuracy after
training. A typical metric used in supervised learning is the mean ℓ2 error,

mean ℓ2 :=
1

Ntest

Ntest∑

i=1

∥∥û
(
x(i)

)
− u∗

(
x(i)

)∥∥
2
, (3.11)

where Ntest denotes the number of test points x(i) ∈ Dtest. A low test error indicates that
the NN generalizes well, i.e. it did not overfit the training data. Although less commonly
reported, the maximum ℓ2 error,

max ℓ2 := max
i∈{1,...,Ntest}

∥∥û
(
x(i)

)
− u∗

(
x(i)

)∥∥
2
, (3.12)

can be more relevant and convenient in the context of determining system stability (see
Section 5). Throughout the paper we often refer to (3.12) as δN , where N = Ntest.

But even with a low maximum test error, there is a chance that the NN could still perform
poorly when implemented in the closed loop system. For this reason we believe that test
metrics like (3.11) and (3.12) are insufficient in the context of control design; we should
instead focus on rigorous closed loop stability and performance tests such as those presented
in Section 4.

4 Numerical results

In this section we empirically compare the closed loop stability and optimality properties of
LQR, a standard NN which models V̂ (x) ≈ V (x), a standard NN denoted as u-NN which
directly learns û(x) ≈ u(x), QRnet (3.6), λ-QRnet (3.1–3.2), and u-QRnet (3.3–3.5). We
present results for three different tests:

1. linear stability analysis near xf (Section 4.2);

2. Monte Carlo (MC) nonlinear stability (Section 4.3);

3. MC optimality analysis (Section 4.4).

Such tests are of course familiar to the control community, but we believe it is worth empha-
sizing their importance for control design since more rigorous and realistic testing is needed
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in order to start trusting NN controllers in real-world applications. We also note that these
tests are just a starting point: further examples include stabilization time [33], time delay
stability [13], and robustness to measurement noise, disturbances, and parameter variations.

The numerical results clearly illustrate that standard NNs are not consistently stable,
even when they have good approximation accuracy. Meanwhile, the results suggest that the
proposed λ-QRnet and u-QRnet architectures improve closed loop system stability, essen-
tially decoupling this from the model’s approximation accuracy. The u-NN controllers are
just as likely to be unstable as the NNs which model the value function, indicating that the
benefits from the λ-QRnet and u-QRnet architectures come from the added LQR structure
– not because they model the value gradient or control instead the value function.

4.1 Control of unstable Burgers’-type PDE

As a testbed we revisit the modified Burgers’ stabilization OCP from [26]. This is a high-
dimensional problem formulated by pseudospectral discretization of an unstable version of a
Burgers’ PDE. Similar benchmark problems have recently been considered in [14, 5, 24, 25].

Briefly, the Burgers’ stabilization OCP considered in [26] can be summarized as





min.
u(·)

J [u(·)] =

∫ ∞

0

(
xTQx+ uTRu

)
dt,

s.t. ẋ = −
1

2
Dx ◦ x+ νD2x+α ◦ x ◦ e−βx +Bu.

(4.1)

Here x : [0,∞) → R
n represents the PDE state X(t, ξ) collocated at spatial coordinates

ξj = cos (jπ/n), j = 1, . . . , n, u : [0,∞) → R
m is the control, D ∈ R

n×n is the Chebyshev
differentiation matrix, Q ∈ R

n×n,R ∈ R
m×m are diagonal positive definite matrices, and

“◦” denotes elementwise multiplication. The parameters ν, β > 0,α ∈ R
n, and B ∈ R

n×m

are defined in [26], and we take n = 64 and m = 2.
Using the LQR warm start data generation strategy [26] we generate training and test

data sets by solving the BVP (2.13) for randomly generated initial conditions. To get
models with varying approximation accuracies, we generate training data sets with different
numbers of trajectories (8, 16, 32, 64, and 128). Naturally, the larger the training data set
the better the NN model becomes. The standard value function NNs and QRnet are trained
as described in [26]. To be consistent, all NNs use five hidden layers with 32 neurons each.

Note that because data generation depends on random sampling and ?? is a highly non-
convex optimization problem, results can vary considerably for different random seeds. To
account for this, for each different data set size we conduct ten trials with different randomly
generated training trajectories and NN weight initializations. We evaluate test metrics (3.11)
and (3.12) on an independent test data set containing 400 trajectories totaling Ntest = 66060
data points.

Optimization of (3.9) is carried out with L-BFGS [6], which stops when the relative
change in the loss is sufficiently small. Figure 2 shows training times of the NNs, where
we see that models which directly approximate the control are significantly faster to train.
This may be surprising at first since these NNs approximate higher-dimensional functions,
and thus have larger output layers. But since we do not have to take gradients of V̂ (·) with
respect to x to evaluate û(·), training time is actually reduced.
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Figure 2: Training time for different NN architectures depending on the amount of training
data. Bar heights show the medians over ten trials, error bars indicate the 25th and 75th
percentiles, and triangles indicate minimum and maximum values.

4.2 Local stability analysis

Let û(·) be a given feedback control policy and x̄ be an equilibrium of the controlled system.
Note that in general x̄ 6= xf . Assuming that f (·) and û(·) are differentiable, the closed loop
dynamics can be approximated near x̄ by

ẋ ≈ A (x− x̄) , A :=
∂f

∂x

∣∣∣∣
x̄,û(x̄)

+
∂f

∂u

∣∣∣∣
x̄,û(x̄)

∂û

∂x

∣∣∣∣
x̄

. (4.2)

Thus, after synthesizing a feedback controller û(·), we can use a root-finding algorithm to
solve 0 = f (x, û(x)) for an equilibrium x̄. Then we can check for local stability by seeing
if the closed loop Jacobian A is Hurwitz. As noted in [13], one benefit of using an NN
controller with differentiable activation functions is that the closed loop dynamics are C1.
This provides an exact closed loop Jacobian which makes it easier to solve for the equilibrium
x̄ and allows us to use tools from linear systems theory to characterize local stability.

Figure 3 shows the real part of the most positive eigenvalue of the closed loop Jacobians
for the set of NNs trained as described in Section 4.1 above. We observe that standard
NNs must be trained to a high level of test accuracy before they are even locally stable.
Achieving this bare minimum local stability requirement necessitates a large training data
set and a longer training time. On the other hand, QRnet, λ-QRnet, and u-QRnet all yield
local stability even when they are trained on small data sets. This gives us confidence in
the design process: when training such models we can focus on optimal control performance
while worrying less about local stability. After training, we can easily check for local stability
as described above.

4.3 MC nonlinear stability analysis

This test and the one in Section 4.4 are based on MC closed loop simulations of NMC = 100

trajectories. Initial conditions x
(i)
0 , i = 1, . . . , NMC are randomly selected with norm

∥∥∥x(i)
0

∥∥∥ =

1.2 ≈ maxx(j)∈Dtrain

∥∥x(j)
∥∥, placing them at the edge of the training domain where the NNs
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Figure 3: Real part of most positive closed loop Jacobian eigenvalue at an equilibrium near
xf . Each marker represents a single model. All models below the dashed line are locally
stable.

may be less accurate and the trajectories harder to control. The same set of NMC = 100
initial conditions was used for every controller.

For each controller and initial condition we simulate the closed loop system until it
reaches a steady state or exceeds a large final time. We call the largest final state norm,

maxi

∥∥∥x
(
tf ;x

(i)
0

)∥∥∥, the worst-case failure. If this is sufficiently small (i.e. all trajectories

converge to xf) then the system is likely semi-globally stable or ultimately bounded. Con-
versely, if the controller fails to stabilize even one trajectory then we cannot rely on it.

Figure 4 shows the worst-case failures for the set of NNs trained as described in Sec-
tion 4.1 above. We again observe that standard NNs must be trained to a high level of test
accuracy before they successfully stabilize the system. More interestingly, although stability
on average improves with test accuracy, this is not always the case: some very accurate
standard NNs fail to consistently stabilize the system. We further discuss this phenomenon
in Section 5.

In contrast to the standard NNs, all but two QRnet controllers stabilize the system, and
all the λ-QRnet and u-QRnet controllers successfully stabilize the system, even those with
very low test accuracy. Furthermore, the steady states which these systems reach are all zero
(up to integration tolerances), while the original QRnet steady states are larger because the
QRnet-controlled dynamics will have non-zero equilibria. Similarly to Section 4.2, these em-
pirical results suggest that the proposed architectures make the control design more reliable,
consistently yielding a stabilizing control law even with small data sets and short training
times.

4.4 MC optimality analysis

In this work we are interested in both stability and optimality. Optimality is quantified by
the accumulated cost for each controller and across all MC simulations. As a reference we
can compare these costs to the optimal costs, V

(
x
(i)
0

)
, computed by solving the BVP (2.13).

Figure 5 shows the results of this analysis for the same set of MC simulations conducted in
Section 4.3. Note that we only show models which were deemed stable in Section 4.3, as
unstable models can accumulate infinite cost. We can see a clear correlation between higher
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Figure 4: Worst-case norm of final state overNMC = 100 simulations. Each marker represents
a single model and the dashed line separates unstable (top) from stable (bottom) systems.

Figure 5: Mean percent extra cost vs. BVP data over NMC = 100 simulations. Each marker
represents a single model and the dashed line shows the performance of LQR.

test accuracy and better performance. All the NN controllers (if stable) follow this trend,
and moreover, usually perform better than a simple LQR controller. It follows that QRnet,
λ-QRnet, and u-QRnet improve stability without sacrificing optimality.

5 Probabilistic stability analysis

In Section 4.3 we noticed that plain NNs with high test accuracy could sometimes be unstable.
This motivates us to try to futher understand some stability properties of deterministic closed
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loop systems with control policies û(·) that are trained and tested on randomly-generated
data. It is important to emphasize that û(·), once trained, is completely deterministic, but
its final performance is influenced by and measured by random sampling. This gives rise to
an interesting situation where although the closed loop dynamics are deterministic, we can
only speak about stability in a probabilistic sense. Our goal is to provide intuitive yet novel
qualitative insights into the behavior of these systems.

5.1 Deterministic stability

We start with a standard stability result for perturbations to exponentially stable systems.
Without loss of generality let the objective equilibrium state be (xf = 0,uf = 0). This
simplifies notation and easily extends to arbitrary equilibrium states. Next let r > 0 and
denote the open ball

Br := {x ∈ R
n| ‖x‖2 < r} ⊆ R

n. (5.1)

We will make the following assumptions about the optimally-controlled system, ẋ = f ∗
cl(x) :=

f (x,u∗(x)):

Assumption 1. The Jacobian matrix ∂f ∗
cl
/∂x is Lipschitz throughout the closure Br.

Assumption 2. The goal state xf is an exponentially stable equilibrium of the optimally-
controlled system.

We remark that these assumptions are not restrictive in the present context. In particular,
they hold under the standard assumptions that the dynamics are locally C1 in x and u,
the value function is locally C2, and that the Ricatti equation (2.11) admits a stabilizing
solution. In addition, when we design the cost function (2.3) we generally choose this to
satisfy Assumption 2 as exponential stability provides important robustness properties.

The following lemma characterizes the stability of the closed loop dynamics if we replace
the optimal feedback control u∗(·) with some û(·). Since there is no guarantee that the origin
remains an equilibrium under the new control law, stability is stated in terms of ultimate
boundededness, the property that trajectories starting close to the origin stay close to the
origin.

Lemma 1 (Ultimate boundedness of perturbed systems). Suppose that Assumptions 1 and 2
are satisfied. Let û : Rn → U be a continuous feedback control policy and assume that its
true maximum control approximation error,

δ := max
x∈Br

‖û(x)− u∗(x)‖2 , (5.2)

is sufficiently small. Then trajectories of the closed loop system starting sufficiently close to
the origin are ultimately bounded with ultimate bound proportional to δ.

Proof. Assumptions 1 and 2 satisfy the conditions of [18, Theorem 4.14] which establishes
the existence of a C1 Lyapunov function W : Br → [0,∞) for the optimally-controlled
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system ẋ = f (x,u∗(x)). This W (·) is of quadratic type, meaning that there exist constants
k1, k2, k3, k4 > 0 such that2





k1‖x‖22 ≤ W (x) ≤ k2‖x‖22,
[
∂W
∂x

(x)
]
f (x,u∗(x)) ≤ −k3‖x‖22,∥∥∂W

∂x
(x)

∥∥
2
≤ k4‖x‖2.

(5.3)

Now we rewrite the closed loop dynamics as a perturbation of the optimally controlled
system, ẋ = f (x,u∗(x)):

ẋ = f (x, û(x)) = f (x,u∗(x)) + [f (x, û(x))− f (x,u∗(x))] . (5.4)

Then for all x ∈ Br the perturbation satisfies

‖f (x, û(x))− f (x,u∗(x))‖2 ≤ Luδ, (5.5)

where Lu is the Lipschitz constant of f (·) with respect to u. Hence if there exists θ ∈ (0, 1)
such that

δ < δ+ :=
θk3
Luk4

√
k1
k2

r, (5.6)

then [18, Lemma 9.2] guarantees that for all trajectories of the perturbed system (5.4) with
‖x0‖2 < r

√
k1/k2, there exists some finite time T = T (x0) such that

{
‖x(t;x0)‖2 ≤ K‖x0‖2 exp (−αt) , 0 ≤ t < T ,

‖x(t;x0)‖2 ≤ B, T ≤ t,
(5.7)

with

K =

√
k2
k1

, α =
(1− θ)k3

2k2
, B =

Luk4
θk3

√
k2
k1

δ. (5.8)

5.2 Maximum error estimation

Since we do not have access to the true optimal control u∗(·), we cannot compute the true
maximum error δ needed to apply Lemma 1. Hence in practice we need to estimate this
using test data. Let δN be the maximum error (3.12) for a set of test points x(i) ∈ Br,
i = 1, . . . , N . Since we only have δN and not δ, this leads us to two important questions:

1. How can we accurately approximate δN ≈ δ using a reasonably-sized test data set?

2. With what level of confidence can we rely on δN to characterize the stability of the
closed loop system?

2If Q is positive definite then we can take the quadratic Lyapunov function for the optimal system to be
W (x) = V LQR(x), and the constants k1, . . . , k4 can be computed based on the eigenvalues of P and Q.
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The simplest approach to estimating δN is with independent uniform samples. But as we
will see in Lemma 2 and (5.12), this is not sample-efficient in high dimensions. Since gen-
erating each test point requires solving the BVP (2.13), it can become prohibitively costly
to generate sufficient data for testing in this way. Global optimization may offer a more
tractable approach, and many methods have been developed for this purpose. Since there
are too many algorithms to review here, we refer the reader to e.g. [21] for a summary, and
note that any method chosen for this application should work without gradient information
and not require too many function evaluations. Clearly this is a difficult problem, though
one upside is that each BVP which we solve can generate an entire trajectory of test points
which can subsequently be used for training new models.

To work towards an answer to the second question, we start with the following lemma
which considers the problem of estimating the maximum value of a continuous function
on a compact domain using independent samples. It is easy to see how this specializes to
computing maximum test errors, and in Section 5.3 we apply this result to stability analysis.
Estimates of the gap between δN and δ for correlated test points3 are beyond the scope of
this work.

Lemma 2 (Maximum estimation). Let D ⊂ R
n be a compact set with non-zero volume

and let g : D → [0,∞) be a continuous, non-negative function with maximum value δ :=
maxx∈D g(x). Suppose that x(i), i = 1, . . . , N , are independently sampled according to a
probability distribution µ(x) supported everywhere on D, and let δN := maxi∈{1,...,N} g

(
x(i)

)
.

Then for any ǫ > 0, we have

Pr (δ > δN + ǫ) = [Pr (δ − g(x) > ǫ)]N (5.9)

with Pr (δ − g(x) > ǫ) < 1, and thus {δN}∞N=1 → δ in probability.

Proof. For any N, ǫ > 0 we compute

Pr (δ > δN + ǫ) =Pr

(
δ − max

i∈{1,...,N}
g
(
x(i)

)
> ǫ

)

=Pr
(
δ − g

(
x(i)

)
> ǫ, i = 1, . . . , N

)

= [Pr (δ − g(x) > ǫ)]N ,

where we have used the fact that x(i) are independent. Let

F (δ, ǫ) := Pr (δ − g(x) > ǫ) . (5.10)

We claim that F (δ, ǫ) < 1 for all ǫ > 0. To see this, first since g(x) ≥ 0 we immediately have
F (δ, ǫ) = 0 for all ǫ ≥ δ. Next if 0 < ǫ < δ let z ∈ D be any point which achieves the true
maximum, i.e. g(z) = δ. By continuity of g(·), we know that there must exist some d > 0
such that for all x in the neighborhood ‖z − x‖2 < d, we have

|g(z)− g(x)| = |δ − g(x)| = δ − g(x) ≤ ǫ.

3Such correlations can be induced by using entire trajectories and by various global optimization algo-
rithms.
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We also know that for any d > 0, the intersection

D ∩ {x ∈ R
n |‖z − x‖2 < d} = {x ∈ D |‖z − x‖2 < d}

is non-empty and open. Then because µ(x) is supported everywhere on D, it follows that
the set {x ∈ D |δ − g(x) ≤ ǫ} must have non-zero probability mass and hence F (δ, ǫ) < 1.
Therefore

lim
N→∞

Pr (|δ − δN | > ǫ) = lim
N→∞

Pr (δ > δN + ǫ) = lim
N→∞

[F (δ, ǫ)]N = 0. (5.11)

Furthermore, δ ≥ δN implies |δ − δN | = δ − δN and so the sequence {δN}∞N=1 converges in
probability to δ.

Eq. (5.11) appears promising since [F (δ, ǫ)]N decrease exponentially in N , but it is worth
pointing out that F (δ, ǫ) depends on the volume of the sample domain, how smooth g(·) is,
and of course the method for sampling x(i). For example, suppose that x(i) are sampled
uniformly from D so that

F (δ, ǫ) =

∫
{x∈D|δ−g(x)>ǫ }

dx
∫
D
dx

. (5.12)

By inspection we can see that F (δ, ǫ) is smaller if g(x) is flatter, and conversely F (δ, ǫ) →
1 as the domain grows (which happens if we increase the dimension). While [F (δ, ǫ)]N

does decreases exponentially in N once we fix ǫ and the test domain D, because of the
strong dependence on the problem dimension in practice we should prefer optimization-
based strategies over random sampling.

5.3 Probabilistic stability based on test accuracy

Now we are ready to apply Lemma 2 to find the probability that the our error estimate
δN is close enough to δ such that the feedback controller û(·) meets the requirements for
Lemma 1, and hence sufficient conditions for ultimate boundededness.

Proposition 2 (Probability of ultimate boundedness). Suppose that Assumptions 1 and 2
are satisfied and let û : Rn → U be a continuous feedback control. Consider test points
x(i), i = 1, . . . , N , independently sampled according to some probability distribution supported
everywhere on Br. Let δ bet the true unknown control error (5.2), δN be the error estimate
(3.12), and δ+ be a constant defined in (5.6). If δN < δ+, then the probability that the
error estimate is accurate enough to determine if the closed loop system satisfies sufficient
conditions for ultimate boundedness is given by

P = 1− [F (δ, ǫN )]
N > 0, (5.13)

where ǫN := δ+ − δN and

F (δ, ǫN ) = Pr (δ − ‖û(x)− u∗(x)‖2 > ǫN ) < 1. (5.14)
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Proof. Noting that Assumption 1 implies u∗(·) is continuous in x, Lemma 2 yields

P (δ, δN , N) := Pr (δ < δN + ǫN ) = 1− Pr (δ ≥ δN + ǫN) = 1− [F (δ, ǫN )]
N .

Though δ is fixed, (5.13) tells us the probability that δN is close enough to δ so that we
can expect (5.6) holds, which by Lemma 1 implies the trajectories of closed loop system are
ultimately bounded.

While stability is a deterministic property of the system (i.e. the system either is stable
or it isn’t), we can loosely think of proposition 2 as a (conservative) probabilistic stability
condition based on test error. In general, it may be difficult to apply this result quantitatively
because it requires knowledge about the Lyapunov function W (·) and the true maximum
error δ. Nevertheless, we believe that proposition 2 begins to qualitatively explain the
phenomenon presented in Section 4, where NNs with similar test accuracy can sometimes
produce stable systems and other times yield trajectories like the one shown in Figure 1.

6 Summary and future work

In this paper we have used practical closed loop stability and optimality tests to show
that NN feedback controllers can fail to stabilize a system, even when they are trained to
a high degree of accuracy. This occurs frequently enough that it cannot be ignored, so to
increase the acceptability of NN feedback controllers we need more rigorous testing and more
reliable model architectures. QRnet [26] is a first step in this direction, empirically improving
stability properties with the addition of an LQR component. λ-QRnet and u-QRnet extend
this idea, retaining the enhanced stability and reliablity ofQRnet while reducing computation
time and ensuring that the goal state is an equilibrium.

Finally, Section 5 introduces a new theoretical perspective to qualitatively describe ex-
plain the stability properties of NN-controlled dynamic systems. This preliminary result
seeks to invoke classical stability results when their conditions cannot be directly checked.
In future work we aim to make the theory more practical, as well as develop other perspec-
tives relating density of training trajectories to probabilistic stability metrics. We also intend
to explore reasons why and to what extent λ-QRnet and u-QRnet improve system stability.
Such theoretical advances will be necessary if supervised learning is to become a reliable and
commonly accepted control design method.
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