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Abstract— Water networks are used in numerous appli-
cations, all of which have the essential task of real-time
monitoring and control of water states. A framework for the
generation of efficient models of water networks suitable for
real-time monitoring and control purposes is proposed. The
proposed models preserve the distributed parameter character
of the connected local elements. Hence, the spatial resolution
of the property under consideration is recovered. The real-
time feasibility of the network model is ensured by means of
reduced order modeling of the models constituting components.
A novel model order reduction procedure that preserves the
model parametric dependency is introduced. The proposed
concept is evaluated with the water temperature as the property
under consideration. The formulated model is applied for the
prediction of the water temperature within an experimental
test bench of a 60 meter exemplary circulation network at
the company VIEGA. A reduced order model (ROM) with
a 50 mm spatial resolution, i.e. 1200 discretization points, is
constructed and utilized as the identification model for a single
path of the test bench. Afterwards, the ROM is evaluated
in a Hardware in the Loop experiment for the prediction of
the downstream temperature showing high prediction accuracy
with mean relative error below 3.5 %. The ROM single step
computation time did not exceed 2 msec highlighting the real-
time potential of the method. Moreover, full network model
validation experiments featuring both diffusion and transport
dominated parts were conducted. The network model is able
to predict the temperature evolution, flow rate, and pressure
accurately at the different paths of the network with mean
relative errors below 4 %, 2 %, and 2 %, respectively.

I. INTRODUCTION

Water networks appear in a wide spectrum of applications
ranging from domestic infrastructure to industrial plants. The
task of monitoring and regulation of the water states within
such networks is shared among most of these applications.
The work at hand proposes and investigates a possible
framework for the realization of a holistic tool for model-
based analysis, monitoring and control of fluid networks of
different scales all while considering the spatial variation
of the controlled quantity. A schematic of the proposed
tool is shown in Fig. 1. The general idea is to construct
multiple models of the network considering several aspects,
e.g. thermal, chemical/disinfectant concentration, biologi-
cal/microbial development. This allows the spatio-temporal
monitoring of theses several water aspects for the modeled
network. Moreover, the different actuation and sensing points
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Fig. 1. Schematic conceptualizing a holistic tool for water networks

within the network can be mapped to the model. Conse-
quently, several model-based analysis and synthesis tasks
can be performed, e.g. optimal sensor placement, controller
design. One important requirement for the models used is
their real-time capability for the monitoring and control
tasks. On the other hand, the local elements constituting
the network should preserve their accuracy regarding the
spatial variation of the fluid property under consideration.
That is to say that the distributed parameter character of
the models is essential and can not be neglected. This
emphasizes the two contradicting incentives of high fidelity
modeling and computational complexity reduction required
for real-time purposes. Open source as well as commercial
tools representing water networks efficiently widely used
for network analysis and monitoring (specially hydraulic)
tasks exist, see [1] for a review. The most popular tool,
which most of the tools are based on, can be claimed
to be EPANET [2] developed by the U.S. Environmental
Protection Agency which also include extensions integrating
other water aspects such as water quality [3] and extensions
allowing for real-time tasks, e.g. [4], [5]. Tools preserving
the spatial resolution while pursuing real-time capability for
the given tasks are to the authors knowledge still generally
absent in literature. Most of the existing tools either dismiss
the accurate representation of spatial variation of the mod-
eled water properties or the model requirements needed for
real-time model based monitoring and control, i.e. control
oriented models. Hence, the dominating real-time control
methods for water networks have been classical model free
methods or methods relying on spatially lumped static mod-
els [6]. Recent efforts for considering full spatial resolution
of the networks (considering water quality aspect) within
a control oriented model can be also observed [7], where
also a complexity reduction method for the constructed
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monolithic models are proposed [8]. However, the general
strategy used in [7], [8] of formulating a monolithic model
(emerging from direct spatial and temporal discretization of
the whole network) and reducing the network’s model as
a whole is unsuitable for the goals of the proposed tool
here. As the reduced model in such case loses its structural
interpretability, where it is impossible to trace the network
local elements to certain part of the reduced order model.
Moreover, the network parameters are absorbed within the
reduced model indicating that the model could not be used
for tasks requiring variation of the parameters, e.g. parameter
identification. Hence, the paradigm shift of using reduced
order meta-models for each local part of the network is
adopted here. It should be clear to this point that investigating
and developing reduction methods allowing for preserving
the model accuracy with a reduced computational cost is
essential to guarantee the practicability of the proposed tool.
Moreover, the reduced models should be optimized reaching
the lowest possible computational complexity enhancing the
capability of the tool to construct networks of a different
scales. Model Order Reduction (MOR) techniques offer
solutions to the problem allowing for the reduction of compu-
tational complexity. Most importantly, in order to utilize the
Reduced Order Models (ROMs) for identification and meta-
modeling purposes, the model’s parametric dependencies
must be preserved throughout the reduction process. This
allows ROMs representing the network local element to be
complemented within and employed by the other analysis
and control modules of the tool, e.g. for parameter identifi-
cation. Literature is rich with projection based MOR methods
for finite dimensional systems. However, most of the methods
developed for nonlinear systems have an empirical nature
heavily relying on training data, and hence with no guarantee
for parametric dependency and structure preservation. For
example, in Proper Orthogonal Decomposition (POD) [9],
[10], Full Order Model (FOM) simulations are directly used
for the computation of the ROM basis by applying principal
component analysis on the so-called snapshots matrix con-
taining indexed spatio-temporal evolution of the FOM. Hence
finding the spatial modes with the highest contribution to the
dynamics and neglecting the rest. Alternatively in Trajectory
Piecewise Linear Approximation (TPWL) methods [11], the
ROM is formulated as a collection (weighted sum) of local
linear models derived from FOM simulation data. On the
other hand methods developed for linear systems overcome
such reliance on training data establishing rigor regarding
error bounds, structure preservation and even ROM error
optimality (see [12], [13], [14]). Some of these methods
such as balanced truncation or moment matching methods
with their advantages are being recently transferred for sys-
tems with weak/structural nonlinearity such as bilinear [15],
quadratic [16] and polynomial [17] systems. Developing
globally optimal reduction methods for general nonlinear
systems can be claimed to be an intractable task. Therefore,
the main strategy adopted in this work for addressing ROM
optimality and structure preservation is by focusing on the
model formulation. That is to allow a weak nonlinear form

for which optimal reduction methods are feasible.
This contribution represents a first trial for the realization

of the models used in the proposed tool (Fig. 1) also
evaluated on a real test bench of an exemplary circulation
network. Firstly, a first-principles model for the thermal
aspect of the flow of a single pipe presented and validated
in [18] is briefly summarized along with the calculation
scheme for the pipe hydraulic states. Afterwards, a novel
Reduced ROM formulation relying on casting the system into
standard bilinear form is presented. Moreover, the parameter
dependencies are decoupled from the system matrices using
matrix expansions decoupling the ROM matrices construc-
tion from the evaluation of the parameters. Hence, the
ROM can be directly evaluated at any chosen parameter
value. This allows the usage of the single pipe model as
a meta-object representing all the constituting parts of the
constructed network given correct parameterization of each.
The proposed framework is then applied to the exemplary
network present at the company VIEGA composed of a 60
[m] water circulation network of three paths each of which
including a demand point.

The paper is organised as following. First, the single
pipe meta-model is introduced, along with it’s proposed
parametric MOR technique. Second, the proposed global
network flow solver for the tool is presented highlighting the
main implementation novelty. Third, the experimental test
bench under consideration is presented briefly mentioning
the identification experiments and illustrating the validation
experiments performed. Finally, the validation experiments
results, i.e. single pipe HiL and total network model, are
presented followed by a brief conclusion and outlook.

II. SINGLE PIPE META-MODEL

The model constructed in this section is used as a building
block for the construction of water network models with
arbitrary topology and number of elements. The main focus
in this contribution is upon the thermal dynamics of the
fluid. However, the same methodology can be considered to
describe other aspects such as water quality, e.g. microbial
development, disinfectant concentration [19].

A. Single Pipe Distributed Parameter Thermal Model

A schematic showing an abstracted pipe element consid-
ered for modeling is shown in Fig. 2.

T (l1, t) T (l2, t)

T (x, t)

Tamb(t)

Heat Transfer

Diffusion

Tin(t)

0 Lz

v(t)

Fig. 2. Schematic of the single pipe considered for modelling

The temperature T dynamics of water across a pipe can
be modeled using the following second-order PDE in one



spatial dimension z ∈ [0, L] defined over the length L of
the pipe

∂T

∂t
+ v(t)

∂T

∂z
= −λ(T − Tamb(t)) +D

∂2T

∂z2
, (1a)

T (0, t) = Tin(t),
∂T

∂z

∣∣∣∣
z=L

= 0, (1b)

with the flow velocity v(t), effective heat transfer coefficient
λ, the axial diffusion coefficient D, and the ambient temper-
ature Tamb(t). For more details on the model derivation and
validation the reader is referred to [18]. The flow velocity
v(t) is calculated using the volumetric flow rate q(t) and
the pipe cross section area a assumed uniform along the
pipe length, i.e. v(t) = q(t)/a. In case of a pipe with non
uniform cross section area, an effective cross section area
can be identified with the model parameters and used [18],
or the pipe can be split and represented by several model
instances. The PDE (1) is solved with Method of Lines
(MoL) [20], where a semi-discretization using a uniform
spatial grid of N points and a segment length of ∆z = L

N
is constructed, i.e. T (i∆z, t) = Ti(t), ∀i ∈ {0, ..., N}. The
spatial partial derivatives are calculated on the grid using
finite differences, where the convective term is approximated
using first order upwind scheme and the diffusive term using
a second order central scheme. This semi-discretization of
the PDE including the boundary condition produces a non-
linear differential algebraic system (DAE). The nonlinearity
of the emergent system have a special bilinear structure,
mainly due to the appearance of the product between the
PDE parameters, e.g. v(t), and the temperature T (z, t). The
algebraic constraint emerges from the inlet boundary con-
dition, i.e. T0(t) = T (0, t). However, algebraic constraints
introduce complications when it comes to MOR or to the
integration of the state space equation. Hence, the constraint
is eliminated by a ghost point on the left boundary [21],
i.e. excluding T0(t) = T (0, t) from the state space vector,
while including the extra virtual input v(t)Tin(t) in the input
vector. Consequently, the bilinear form is preserved and the
first equation of the state space can be constructed. Hence
finally, defining the state space vector x ∈ RN , the input
vector u ∈ R4, and parameter vector p ∈ R3

x := (T1, · · · , TN )T (2)

u := (v(t), Tin(t), v(t)Tin(t), Tamb(t))T , (3)

p := (λ, D, ∆z)T (4)

produces the bilinear system

ẋ = A(p)x +

4∑
i=1

Qiuix + B(p)u, (5a)

y = Cx (5b)

with the system matrix A ∈ RN×N , input matrix B ∈
RN×4, and measurement matrix C ∈ Rl×N . The matrices
Qi ∈ RN×N ,∀i ∈ {1, .., 4} are the frontal slices of a 3rd

order tensor [22] Q ∈ RN×N×4 describing the bilinear terms

propagating in the system. This bilinear term can be also
expressed using the Kronecker product notation ⊗ as

4∑
i=1

Qiuix = Q[1]u⊗ x (6)

where Q[1] = [Q1, · · · ,Qm] ∈ Rn×nm is the mode-1
matricization [22] of the tensor Q. This notation will be
useful later for parametric dependency decoupling as well as
the compact representation of the ROM. The FOM matrices
with the above illustrated solution method are then

A =


Θ β . . . 0

β Θ
. . .

...
...

. . . . . . β
0 . . . β Θ

 , B =


0 β θ λ
0 0 0 λ
...

...
...

...
0 0 0 λ

 , (7a)

Q1 =
1

∆z


1 0 . . . 0

−1
. . . . . .

...
...

. . . 1 0
0 . . . −1 1

 , (7b)

Q2 = Q3 = Q4 = 0̄n×n, (7c)

Θ = −λ− 2D

∆z2
, β =

D

∆z2
. (7d)

The measurement matrix C ∈ Rnm×N has number of
rows corresponding to the number of available temperature
measurements nm along the pipe. The matrix is populated
with ones placed at the position described by the measure-
ment/sensor number (ith row) and its corresponding spatial
position (jth column)

cij =

{
1 sensor i available within j∆z < z < (j + 1)∆z

0 otherwise
(8)

B. Model Order Reduction

The model introduced in the previous section (5) fulfills
one of the main goals of the tool, which is the predictive
spatial resolution of the model. The fluid temperature at any
spatial point - on the defined grid - across the pipe can
be retrieved and hence monitored or controlled. However,
this implicates a differential system (5a) with a very high
dimension N , which compromises the real-time capability of
the model. Therefore, projection-based MOR is employed in
order to derive a model with low computational complexity.
Projection-based MOR methods [13] general assumption is
that the state evolution of the N high dimensional differential
does not exploit the whole state space degrees of freedom
but usually utilizes a r dimension subspace with r � N .
Hence the complete information of the state evolution can
be expressed approximately in terms of this subspace using
suitable projection matrices

x(t) ≈ V xr(t), xr ∈ Rr, r � N, (9)



with the new reduced order state vector xr and the projection
matrix V ∈ RN×r, r = rank(V ) consisting of the basis vec-
tors of this lower order subspace (i.e. trial basis). Applying
the Petrov-Galerkin condition [9], where the approximation
residual V ẋr−f(V xr,u,p), with f(·) being the right hand
side of (5a), is forced to vanish by introducing the matrix
W ∈ RN×r, r = rank(W ) (i.e. test basis). This produces
the following reduced order differential equivalent of (5a)

ẋr = Âxr + Q̂
[1]
u⊗ xr + B̂u, (10a)

y = Ĉxr (10b)

with the reduced order system matrices Â ∈ Rr×r, Q̂
[1]
∈

Rr×4r, B̂ ∈ Rr×4, and Ĉ ∈ Rl×r as following

Â = TA(p)V , B̂ = TB(p), Ĉ = CV , (11)

Q̂
[1]

= TQ[1](Im×m ⊗ V ), T = (W TV )−1W T . (12)

Now for the case at hand, there are three main require-
ments for the MOR procedure employed :
(a) minimal prediction error due to reduction,
(b) structure and parametric dependency preservation,
(c) significant computational complexity reduction,

In order to address the first requirement, theH2 norm method
for bilinear systems [15], [23], [24] is employed utilizing the
bilinear form. This method constructs the optimality condi-
tions of the error system on the H2 norm, which is expressed
via the reachability and observability Gramians derived from
Volterra series representation of bilinear systems. These
conditions are shown to satisfy a certain pair of generalized
Lyapunov equations [15]. The optimal reduced system is
found by solving a constrained minimization problem in [15].
However, in [23] two iterative algorithms are proposed for
the determination of the basis leading to the minimal H2

norm error system of which the first algorithm [23, p. 14],
[24] is used here. In order to address requirement (b) of
the preservation of the parametric dependency in the ROM,
a matrix expansion based decoupling of the parameter is
performed. Defining a the vector field g(p) ∈ R2

g(p) = [g1(p), g2(p)] = [λ, D/∆z2]T , (13)

the matrix A(p) can be decoupled from the parameter vector
p as follows

A(p) = λA1 +
D

∆z2
A2 =

2∑
i=1

gi(p)Ai (14a)

A1 = −IN×N , A2 =


−2 1 . . . 0

1 −2
. . .

...
...

. . . . . . 1
0 . . . 1 −2

 , (14b)

now with A[1] = [A1, A2] the parameter-independent ma-
tricized tensor Âr

[1]
can be calculated

Âxr = TA(p)V xr = TA[1](I2×2 ⊗ V )︸ ︷︷ ︸
Âr

[1]

(g(p)⊗ xr).

(15)

The input matrix B̂ can be decoupled from the parameter
vector p analogously with the suitable mapping h(p):

B̂u = TB(p)u = TB[1](I3×3 ⊗ V )︸ ︷︷ ︸
B̂r

[1]

(h(p)⊗ xr), (16)

Hence, finally the parameter-independent ROM matrices
Âr

[1]
, B̂r

[1]
are calculated using V , W from the above

mentioned H2 norm method delivering the following form
of of the reduced ODE

ẋr = Âr
[1]
g(p)⊗xr +Q̂

[1]
u⊗xr + B̂r

[1]
h(p)⊗u. (17)

Note that the expansion used for decoupling the parameter
from the system matrices introduces extra computational
burden. This mainly due to the expansion of the system
matrices used in projection, e.g Âr

[1]
∈ Rr×2r instead of

Â ∈ Rr×r, as well as due to the evaluation of the parameter
mappings g(p) and h(p). Nevertheless, this increase in the
computational burden is mainly within the offline calcula-
tions of the ROM matrices with no increase at all for the
online calculations. This is because the parameter vector
usually would not be varied online and a fixed ROM matrices
evaluated at a certain parameter values p∗ are calculated
offline

Âr
[1]
g(p∗)⊗ xr = Âr

[1]
(g(p∗)⊗ Ir×r)︸ ︷︷ ︸

Â(p∗)

xr.

Nevertheless, in case of for systems with time varying param-
eters such evaluation is computationally cheap as all of the
calculation involved matrices are of the reduced dimension
r. Finally, in order to ensure requirement (c), the integration
of the ROM ODE, i.e. (10a), is implemented using the
tool CasADi [25] exploiting algorithmic differentiation and
C-code generation. Moreover, the natural sparsity in the
FOM matrices, also the expanded matrices, is exploited
utilizing sparse linear algebra routines, hence further increas-
ing the computational efficiency of the calculations. Now
after achieving a ROM with the parametric dependencies
preserved, it can be used to represent the several elements
of a network after adapting the parameters according to each
element configuration. Moreover, it can be directly utilized
for parameter identification purpose.

C. Single Pipe Hydraulic Model
Since water is mainly an incompressible fluid, the transient

hydrodynamic aspect of water flow in pipes is mostly non
influential to other properties of interest, e.g. thermal, water
quality1. Consequently, a simplifying assumption of instanta-
neous change of the flow velocity within a pipe according to
the difference of hydraulic pressure across the pipe is made.
The relation between the pressure drop across the pipe ∆h
and the volumetric flow rate q(t) within the pipe is [18]

∆h = rpq(t)
2 (18a)

1Nevertheless, the same framework can be adopted to analyse the spa-
tially varying pressure dynamics in water pipes, e.g. for water hammers
phenomena analysis by constructing distributed parameter model of using
the water pressure as property.



rp =
ρ

2a2
f(Re, ε)

L

d︸ ︷︷ ︸
friction resistance

+
ρ

2a2
kmin︸ ︷︷ ︸

minor losses

+ ρ(
1

cdav(t)
)2︸ ︷︷ ︸

valve resistance

(18b)

with the total pipe flow resistance rp, fluid density ρ, pipe
cross section a, pipe effective inner diameter d, minor losses
dimensionless coefficient kmin, and finally valve discharge
coefficient cd. The Darcy friction coefficient f(Re, ε) is
dependent on the flow regime, i.e. Reynolds number Re,
and the pipe roughness ε (in case of turbulent flow). The
following calculation model for f is adopted

• if Re < 2400 (Laminar Flow): f = 64/Re,
• if Re > 2400 (Turbulent Flow) : solve Colebrook White

implicit correlation with initialization using Haaland
explicit relation [26].

The pipe valve opened area av(t) is represented as simple
linear mapping of the valve actuation signal uv(t) ∈ [0, 1]
using the valve fully closed afcv and fully opened area afov

av(t) = afcv + uv(t)(afov − afcv ).

III. FULL NETWORK MODEL

In order to predict the fluid temperature of the whole
network using the ROM representing the local elements in
the network, the flow rates of all of the elements constituting
the network must be first estimated. Hence, a global network
flow solver determining the hydraulic states (pressure at
nodes and flow at links) is necessary. Moreover, models
representing the hydraulic flow resistance for each pipe as
well as models representing the discharge flow (demand
flow) at nodes are needed. Consequently, the single pipe
hydraulic model represented in the previous section is em-
ployed. The demand flow at nodes is furthermore modeled
similar to the valve model within the single pipe hydraulic
model by introducing demand valves control signal ud(t)
and a constant emitter discharge coefficient ced for all de-
mand points. The network flow problem is solved using
Global Gradient Algorith (GGA) [2], [27], [28] which applies
Newton-Raphson technique for solving the nonlinear matrix
problem emerging from balancing the heads and the flows
of the whole network simultaneously. An explicit form of
Newton-Raphson iterations can be derived, consequently the
problem solver iterations are reduced to a set of linear
algebraic evaluations. The method has the advantage of fast
convergence, also the initial (trial) flow rate values must not
satisfy the continuity (mass conservation) equation to achieve
convergence. For a network with np pipes, nn unknown nodal
pressures, and n0 known nodal pressures 2 (e.g. reservoir,
head pump), the steps undertaken for the formulation of the
network to generate an efficient tailored hydraulic solver
for the network using GGA can be summarized into the
following steps:

1) Construct and visualise the network.
2) Assign actuation, i.e. valves, and measurement signals

(pressure, temperature).

2The knowledge of at the least one head (pressure) at any node in the
network is a requirement for the existence of a unique solution for the
network flow problem

3) Assign demand points.
4) Transform the network into a directed graph.
5) Define the vectors required for the matrix problem

formulation

pipes flow vector : qp ∈ Rnp ,

pipes flow resistance vector : rp(qp) ∈ Rnp ,

unknown nodal pressure vector : hn ∈ Rnn ,

nodal demand flow vector : qn ∈ Rnn ,

known nodal pressure vector : h0 ∈ Rn0 .

6) Determine the network directed graph and the corre-
sponding incidence matrix Āpn ∈ Rnp×(n0+nn).

7) Extract the topological matrices [28] Ap0 ∈ Rnp×n0

and Apn = AT
np ∈ Rnn×np , which are sub-matrices of

the incidence matrix Āpn according to the known nodal
pressures in the network.

8) Construct the diagonal matrix

App = diag(rp)diag(|qp|) =

r1|q1| . . . 0
...

. . . 0
0 . . . rp|qp|

 .
9) Now finally the network global mass and energy balance

is summarized into the following matrix equation [28]:[
App Apn
Anp 0

] [
qp
hn

]
−
[
Ap0h0
qn

]
= 0. (19)

10) Derive the gradient-data matrices, i.e. required jacobians

Dpp =
∂(Appqp)

∂qp
, Dnn =

∂(qn)

∂hn
, (20)

11) Use the derived matrices for the generation of explicit
expressions of the Newton-Raphson iteration solving for
qp and hn [28], [27].

The construction and visualization of the networks is per-
formed using MATLAB [29], where an automated procedure
is constructed for the generation of the network directed
graph and related matrices, i.e. step 1-4). Moreover, utilizing
MATLAB’s symbolic toolbox, the required jacobians are
calculated symbolically generating a MATLAB function for
the explicit evaluation of the Newton-Raphson iteration tai-
lored for the defined network, i.e. step 5-8). The initialization
of the iterations can be arbitrarily chosen. However, shifting
the previous time step solution to be the initial value for
the next time step is performed to improve the convergence
rate. Finally, the distributed parameter model of the water
temperature is used to represent each link in the directed
graph. The network incidence matrix Āpn is used to map
the temperature predictions to the correct node. A simple
weighted average (according to the flow ratio) is used for
the temperature at nodes where fluid mixing occurs.

IV. EXPERIMENTS

The methods introduced in the previous sections are ap-
plied to a 60 [m] experimental test bench present at VIEGA
GmbH & Co. KG, Attendorn, Germany. The test bench



h1 h5

h2 h3 h4

h7 h6

q7

q1

q4 q5 q6

q2

q8

q3

qd3qd2qd1

qup

qout

pump

heater Tup, hup

T1 T2 T3

Td, hd

Fig. 3. Schematic of the experimental test bench (left) and the corresponding directed graph of the test bench (right)

includes three flow paths where each path equipped with
a metered discharge valve at the middle representing the
demand points. Moreover, a flow control valve is installed
within each path with which the flow configuration in the
different paths can be varied. Finally, water temperature as
well as pressure sensors delivers measurements for sparse
spatial points along each path of the test bench. A simplified
schematic as well as the corresponding directed graph of the
experimental test bench are shown in Fig. 3. For more details
on the test bench construction, actuation, and sensor setup the
reader is referred to [18]. Several validation scenarios have
been performed, However, only the following scenarios will
be presented hereafter
(a) single flow path, i.e. with path 1 and 3 valves completely

closed, Hardware in the Loop (HiL) validation using the
ROM,

(b) full network model validation.
As the pipe configuration of the three paths are very similar,
only one path is used for the identification of the thermal
parameters λ, D regarded as time-invariant and constant for
the three paths. Hence, the pipe thermal parameters identified
from scenario (a) are applied to all of the pipe elements in
scenario (b). A FOM with N = 1200, i.e. prediction spatial
resolution of 50 mm, is used where the corresponding ROM
using the above illustrated method and reduced dimension
r = 7 is constructed. It should be noted that the FOM
N = 1200 spatial discretization does not reflect a need for
a certain spatial accuracy but rather to test the method for a
challenging discretization case (examine the performance in
case of a scale up). The ROM is then used directly in the
parameter identification fitting the experimental data to the
ROM predicted output.

A. Identification

The test bench was used to generate two separate experi-
mental data-sets (of different operating scenarios) which are
then used for the identification and validation, respectively.
The thermal parameters identification problem of a single
path is formulated as a Nonlinear Program (NLP) and solved
using Matlab’s Sequential Quadratic Programming (SQP)
based solver. For more information on the formulation and
solution method of the identification problem the reader is
referred to [18] as the model fitting problem is identical
to the one introduced in the paper but here with the ROM

directly utilized instead of the FOM. The network hydraulic
parameters related to minor losses, flow control and demand
valves, i.e. cd, c

e
d, kmin for each path, are identified using

an experimental data-set of the full network operation. The
fitting problem is also formulated as a NLP and solved analo-
gously. The identification experiments and results are omitted
here for brevity illustrating only the validation experiments
and results.

B. Single Path ROM Validation Experiments

In order to evaluate the performance of the proposed
models, i.e. ROM for temperature prediction and hydraulic
model, several validation tests are run. Firstly, the models
are validated against experimental data of one path of the
test bench. Then an 18 hour HiL experiment is performed.
Presented here are only the results of the 18 hour HiL
validation experiment. The ROM is used to predict the
downstream temperature of one of the fluid paths, i.e. the
second, in real-time during a transient operation of the test
bench. The generated ROM integrator code with a 1 sec
sampling period is deployed on the test bench operating PLC
and left overnight (18 hours). The operating conditions of the
18 hour experiment, i.e. upstream temperature and pressure,
ambient temperature, flow rate, are shown in Fig. 4.

C. Full Network Model Validation Experiment

In order to test the whole network model including the
network flow solver, the full network model is validated
in a separate experiment. The data-set generated for this
validation comprises a 30 hour operation of all of the three

Fig. 4. HiL experiment input and disturbance profiles



paths of the test bench. The experiment contains a certain
time period (first 5 hours) where the three control valves
are fully closed in order to test a the ability of the ROMs to
predict a dominating diffusive heat transfer phenomena (zero
convective flow). Moreover, the three demand flow valves
are activated several times for each path at different time
points. The only known inputs to the network model are
the network total feed qup, upstream pressure hup = h1
and temperature Tup, the ambient temperature Tamb, and
the path’s flow control valves signals u1v , u

2
v , u

3
v as well

as the demand valves’ control signals u1v,d, u
2
v,d, u

3
v,d. The

experiment input profiles as well as the valves signals are
shown in Fig. 5 and 6, respectively.

Fig. 5. Network model validation experiment input profiles

Fig. 6. Flow control valves and demand valves (shaded area corresponding
to fully opened) control signals used for the network validation experiment

V. RESULTS

A. Single Pipe HiL Results

The HiL simulation results are shown in Fig. 7. It can
be observed that the ROM could predict down stream tem-
perature accurately with an absolute error below 3 ◦C. The
average computation time for the ROM one step prediction
lied below 1 millisecond which shows the potential for the
models exploitation into further real-time control applica-
tions.

B. Full Network Validation

The model predictions absolute errors with respect to the
measured ground truth for the temperatures, flow rates as
well as pressure are shown in Fig. 8. The network solver
could estimate the flow rates as well as the downstream
pressure effectively with maximum absolute error for the

Fig. 7. HiL experiment predicted temperature against measured temperature
and the corresponding prediction error

Fig. 8. Network model predictions absolute errors: temperatures (top), flow
rates (middle), and downstream pressure (bottom)

pressure and flow rates below 0.2 bar and 0.1 lpm, respec-
tively (Mean Relative Error (MRE) below 2 % for both). The
local temperature ROMs could also predict the temperature
evolution accurately with maximum absolute temperature
error below 4 ◦C (4 % MRE), for the dominating diffusive
case, i.e. zero flow velocity, and below 2 ◦C (2 % MRE) for
the dominating convective flow case. However, the error for



path 2, the one used for parameter identification trials, stayed
below 2 ◦C for both cases. This indicates that a separate
more detailed parameter identification for each path would
increase the accuracy of the model (more specifically for the
diffusion and heat transfer parameter). Furthermore, It can be
concluded from the results that the time invariant assumption
of the thermal parameters, i.e. λ and D, causes the deviation.
Hence, using time-variant parameters, e.g. using online esti-
mation techniques, represents further improvement potential
for the model’s accuracy. The mean calculation time (on a
Windows 10 development computer, Intel(R) Core(TM) i7-
7700HQ CPU@2.8GHZ, 8GB RAM) of one step prediction
of each ROM representing the network pipes is 2.26 msec.
Moreover, the mean calculation time of the network flow
solver for a single time step is 12.5 msec with the Newton
iteration tolerance, i.e. for (19), set to 10−9.

VI. CONCLUSION

A framework for modeling water networks is proposed
with the preservation of spatial resolution of the property
under consideration. A novel parameter-dependency preserv-
ing model order reduction method for the water temperature
distributed parameter model is introduced. The ROM as well
as the full network model are identified and validated in
separate experiments showing the predictive accuracy as well
as the real-time capability of the models. The water network
model with predictive spatial resolution within millimeters
could predict the water temperature evolution with mean rela-
tive error below 4 %. The network hydraulic states, i.e. flow
rates and pressures, are predicted with mean relative error
below 2 %. Furthermore, the model computation steps are
within milliseconds order of magnitude emphasizing the real-
time capability of the models, which is also demonstrated
for a single path in a Hardware in the Loop experiment. For
future work other water properties will be considered within
the network model, more specifically the water quality, i.e.
disinfectant concentration. Moreover, a centralized Nonlinear
Model Predictive Controller (NMPC) is to be investigated for
the temperature tracking at various node of the exemplary
water circulation network.
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