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Yaw Augmented Control for Wind Farm Power Tracking

Genevieve M. Starke1, Charles Meneveau2, Jennifer King1 and Dennice F. Gayme2

Abstract— This paper presents an inner-outer control loop
structure which uses wake steering (yaw control) to augment
pitch control for wind farms to track a power reference signal.
The outer-loop yaw controller employs a recently proposed
dynamic yaw model with a time-varying graph structure that
accounts for dynamic changes in the farm wake interactions due
to the yaw action of upstream turbines. The wake interactions
within the model include the physics of the streamwise and lat-
eral wake evolution, which collectively determine its impact on
downstream turbines. The inner-loop employs a compensation
scheme to account for the slow timescale effects of the yaw
control actions within the faster timescale pitch control. The
controller is applied to track two power trajectories (typical
of secondary frequency regulation signals) using a large eddy
simulation wind farm plant. The results demonstrate that the
additional control authority from yaw provides some added
benefit in reducing the required turbine derates needed for
wind farms to track transient power increases in the proposed
setting. However, the benefit decreases and pitch control alone
is sufficient when the turbines are derated beyond a certain
level. These findings suggest that augmenting pitch control
with yaw may provide financial incentives in terms of allowing
wind farms to maximize power supply to the bulk power
market while still providing regulation services. Further work is
needed analyze the costs versus benefits of the additional control
complexity versus bandwidth in augmenting pitch control with
wake steering offers in these applications.

I. INTRODUCTION

Wind energy is rapidly growing worldwide. For example,
in the US the electricity supplied by wind has grown from
2.9% to 9.2% over the last 10 years [1] and offshore wind is
poised to accelerate this already steep growth rate. As wind
energy becomes more prominent, it becomes increasingly im-
portant to enable not only efficient stand alone operation but
also integration with the electricity grid. Ancillary services
play an important role in maintaining the reliability of the
grid, particularly in maintaining the required supply/demand
power balance. Secondary frequency regulation is one such
service that both individual wind turbines and wind farms
can provide, see e.g. [2], [3], [4], [5] and references therein.

At the turbine level, tracking a power signal requires
derating (reducing the power setpoint of the turbine from
the maximum level) in order to provide additional power
to track upward trends in the power trajectory. At the farm
level wake interactions become particularly important as the
wake propagation through the farm is on a similar timescale
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as regulation [6]. Failing to account for these interactions
can result in the inability to control the overall farm flow
[7]. Researchers have accounted for these interactions in a
number of ways when controlling high-fidelity simulation
based plant models (e.g. large eddy simulations). For ex-
ample, Proportional-Integral (PI) controllers at the turbine
level were coordinated to enable wind-farm level control [4]
where derating of the turbines was used to overcome the
wake effects. Shapiro et al. instead employed a model-based
receding horizon controller using a model that took into
account the advection of the wake using an one dimensional
advection-diffusion model [6]. Their approach enabled power
tracking at lower derates with performance that would allow
qualification in the PJM1 secondary frequency regulation
market [8].

While effective and robust control can be achieved through
higher derates, this may be undesirable from a wind farm
operator perspective as they will lose revenue in the bulk
power market. The increased pitching used to implement de-
rates in practice could lead to larger turbine loads. A number
of studies have sought to overcome the latter issue by co-
optimizing blade loading and power tracking [9]. There are
also algorithms that offer a distributed framework and also
attempt to minimize the loads on the turbines in the farm [10]
or maximize the available power while following a signal
[11]. Many of the current power tracking control approaches
employ the thrust coefficient, which would be implemented
using generator torque or blade pitch control [12]. Another
approach is to find additional actuation authority that does
not require derating the turbine, such as is yawing actuation.

Yaw control, or wake steering, has generated considerable
recent interest as a means of increasing wind farm power
output [13], [14], [15]. Increasing the overall output of
the wind farm through yawing has been demonstrated in
simulations [16], [13], experiments [17], [14], and more
recently in field tests [18], [19], [15], [20]. To date the
focus has been on power maximization rather than trajectory
tracking control. The approaches and settings have varied,
such as a heuristic wake model or LES to generate set points
for the yaw controller [19]. Steps have also been taken to
account for the inter-turbine propagation time of wakes in for
example setpoint optimization using a model free approach
in a wind tunnel test [21] and using time delays in a field test
[22]. Recent work has sought to apply yaw control in power
tracking applications. For example, it was applied in one
study using a linear model derived from data [23]. Although
this approach showed promise, such an approach would be

1PJM is an independent system operator in the US
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less suitable under changing wind conditions as such a model
would need to be re-derived for any perturbation in the
inflow.

The potential of combining yaw with control of the thrust
coefficient was explored in the context of maximizing power
output using a high-fidelity (large eddy) simulation [24].
They found gains of 25%−34% in the power output using a
large eddy simulation (LES) model-based receding horizon
control to control a LES wind farm. While illustrative of
the benefits of using a model with full knowledge (or as
close to it as one can get in a simulation), the use of LES
as the model in the controller means that computation of
the control actions cannot be carried out in real-time. The
work by Boersma et al. [3] took an important step toward
integrated yaw and pitch control using model predictive
control for both the inner pitch and outer control loops. The
yaw actuation was only active in instances where the pitch
control was unable to track the power reference signal. They
employed static yaw configurations that were computed ev-
ery 15 minutes. Their controller demonstrated strong tracking
performance with the turbines derated to 70 or 80% of the
full power available.

This work seeks to build upon the previously demonstrated
yaw studies in the following ways. In order to implement
a combined yaw-pitch control strategy for power tracking,
we use an optimization based control of the yaw angles
that employs a recently developed dynamic yaw model that
enables us to capture the transient response of the yaw
actions that were not taken into account in previous work
based on static yaw configurations [25]. The control also
takes into account the physical rate at which a turbine can
yaw by including a rate limit for the yaw actuation. The
inner pitch control loop uses a PI controller combined with
a novel power sharing arrangement that reduces the needed
derate at each turbine. We also propose a pitch-yaw control
correction to increase the effectiveness of the pitch control
when it is applied in conjunction with the yaw commands.
The combined PI control for pitch and model-based yaw
optimization using the dynamic yaw model allows real-time
control. This integrated control strategy is applied to control
an LES wind farm plant in a power tracking application with
a range of different turbine derates. The results indicate that
while the yaw provides slight improvement over pitch only
control in most cases the rate at which the turbine can yaw
makes it less beneficial for fast ramping signals. The true
benefit of augmenting the pitch with yaw control is observed
in the zero derate case as the yaw enables the controller to
track the signal in cases where pitch does not have sufficient
actuation authority. While future work is needed to fully
evaluate and characterise the robustness of this behavior the
results here indicate that augmenting a pitch control with yaw
could reduce the opportunity cost of wind farms participating
in ancillary service markets.

The remainder of this paper is organized as follows. In
Section II we present the yaw and pitch controller formula-
tion. Section III includes the wind farm plant setup and the
controller performance results. Finally, Section IV presents

the conclusions of the paper.

II. THE YAW AND PITCH CONTROLLER

This section details the design of the control scheme for
the wind farm. In Section II-A, we present the problem
formulation of the power tracking problem. In Section II-
B, we detail the pitch controller design in Section II-B.1 and
the yaw controller design in Section II-B.2

A. Power Tracking Problem Formulation

In the power tracking problem, the goal is to minimize the
difference between the trajectory (desired wind farm power
time series), denoted here as the power reference signal
Pref(t), and the actual power output of the wind farm PWF(t),
where t is time. The problem can be characterized as solving
the minimization problem

min
γ

[∫ Ta

0
[PWR(t;C′

T,γ)−Pref(t)]2dt
]
, (1)

where the power of the wind farm depends on the set of
yaw angles γ of all of the wind turbines and the local
coefficients of thrust C′

T that are determined by the inner
loop PI controller for the pitch over the time horizon Ta.

The power reference signal is represented in the form
Pref(t) = [1−αd +r(t)]Pbase, where Pbase is the average power
of the wind farm in the five minutes preceding the start of
the control simulation. The time dependent part of the power
reference signal r(t) represents the demands of the grid in an
active power control situation (which is the power supplied
to the bulk market). The parameter αd is the percentage base
power reduction (derate) implemented to allow the tracking
of ramping in the reference signal. This derate represents a
loss in revenue for the wind farm, since the power that is
available for sale in the bulk power market is being reduced.
A goal in this work is to maximize the control authority,
while also minimizing the derate necessary to track the
signal.

B. Controller Framework

We combine the yaw and pitch controllers by separating
the control framework into an inner loop for pitch control
and an outer loop for yaw control. Figure 1 shows a block
diagram of the controller, where the model-based optimal
control yaw loop is shown in purple, and the pitch PI loop
is shown in teal.

1) Pitch Controller: The PI control is based on wind
turbine power feedback, which is used to calculate a pitch
update to adjust the thrust coefficients of the wind turbines.
For the ith turbine, the pitch update has the form

∆C′
T, = kpeP,i(t)+ki

∫
Tki

eP,i(τ)dτ +∆C′
T,i,∆γ , (2)

where kp is the proportional control gain, ki is the integral
control gain, eP,i = Pi −Pref,i is the error between the power
reference signal and the current LES power for turbine i, and
Tki is the timescale of the integral control. We describe our
method to relate Pref,i to the prescribed wind farm reference
signal Pref after describing the other terms in the equation.
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Fig. 1. A block diagram that shows the structure of the model-based optimal
control of the wind farm. The outer loop portraying the model-based optimal
yaw controller is shown in purple and the inner loop portraying the pitch
PI controller is shown in teal.

The quantity ∆C′
T,,∆γ

represents the change in the thrust
coefficient required to keep the power constant if the yaw
changes for turbine i. This feed-forward pitch correction
enables the control law to account for the change in yaw as
it happens. Here we replace the true value with the following
linearized approximation:

∆C′
T,,∆γ ≈

dC′
T,

d[cos(γi)]
[cos(γ2,i)− cos(γ1,i)] , (3)

where γ1,i and γ2,i are the original yaw and the final yaw
of turbine i, respectively. These are known from the yaw
controller output, which is fed into the pitch controller, as
shown in Fig. 1.

In order to determine dC′
T/d[cos(γ)] we use the equation

for the power of at turbine i: Pi =
1
2CP,iρAU3

∞,i. Here, ρ

is the air density, A is the swept rotor area, CP,i is the
power coefficient of turbine i, U∞,i is the upstream velocity at
turbine i. Rearranging this expression and writing the power
coefficient in terms of the “local” thrust coefficient C′

T (i.e.
the thrust coefficient defined in terms of the local rotor disk
velocity rather than the free-stream velocity) leads to

2Pi

ρAU3
∞,i

=C′
T, cos3(γi)

(
C′

T,

4+C′
T,

)
. (4)

We now take derivative with respect to cos(γ), and solve
for dC′

T/d[cos(γ)] while requiring that the left-hand side of
Eq. 4 does not change with cos(γ) (since we are seeking to
quantify how the thrust coefficient has to change with yaw
angle while maintaining constant power) and obtain

dC′
T,

d[cos(γi)]
=

−3C′
T,(C

′
T,+4)

cos(γi)(C′
T,+16)

. (5)

This linearized approximation is determined to be reasonably
accurate, with an error below 2.5% within a change in yaw

angle of ±1◦, which is the range over which this correction
will be applied.

The pitch control law in (2) requires turbine-specific power
set points. Since we are only given a total power reference
signal for the farm we need a strategy for determining how
to distribute this signal to the individual turbines without
degrading the overall performance. This is a challenging
problem because the fraction of the power provided to
the total power from each turbine varies according to the
incoming velocity and the relative position of the turbine
in the farm. To provide a practical approach that can be
implemented easily, we use a model-free, data driven method
that measures the fraction of power generated by each turbine
in the wind farm over some past time interval and uses that
fraction to distribute the reference power to each turbine.
Specifically, we use the following expression to determine
the reference power for each turbine:

PRef,i(t) =

∫ t
t−TC′

T
Pi(τ)dτ∫ t

t−TC′
T

PWF(τ)dτ
PRef(t), (6)

where PRef,i is the resulting individual power reference signal
for the ith turbine, TC′

T
is the time between pitch controller

updates, Pi is the power for the ithe turbine in the wind
farm (in our application from LES), PWF is, as before, the
total wind farm power, and PRef is the prescribed total power
reference signal. Since we take the average over the update
time period, this could bias the sum of the distributed turbine-
specific power reference signals, however we have verified
that the error between the total power reference signal and
the sum of the individual power reference signals in our tests
was less than 1%.

2) Yaw Controller: The yaw controller uses a model-
constrained optimal control framework to determine the yaw
commands for each turbine over a finite look-ahead time
period. The outer loop yaw control uses a model-constrained
optimal control based on (1) constrained by the dynamic
yaw model introduced in [25]. This model represents the
wind farm as a graph, where the turbines are the nodes of
the graph and the interactions between the turbines are the
edges of the graph. This approach has the benefit of being
computationally efficient and also being able to represent
dynamic changes in the state of the wind farm, such as
dynamic yawing, which are particularly relevant in this work.
The control is implemented in a receding horizon fashion
where the yaw angle changes for each turbine in order
to optimize performance over the entire optimization time
horizon (look ahead period). This look ahead period includes
the transient response predicted by the yaw model, which
also informs the control actions. These actions are updated
based on the current system conditions at a faster yaw control
update rate.

The controller uses the Dynamic Yaw model to represent
the effect of yaw actions on the wind farm. This model has
the form

Φk+1 = A Φk +Ek, (7)
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where Φ represents the state of the system, consisting of all
the relevant pairwise turbine interactions as described by the
wake velocity deficit caused by upstream turbines, A is the
state update matrix, and E is the input to the system. In this
model, we use A = I, and the state updates are input through
E, which describes changes in the relationships between the
states of the system, i.e. changes in the turbine interactions
(velocity deficits) in the farm.

The states are determined using the following definition
of the normalized wake deficit [26]

δu
U∞

=C(x)exp
[
− (y− yc)

2 +(z− zh)
2

2σ(x,θ)2

]
, (8)

where δu is the wake deficit velocity at position (x,y,z), x
is the distance to the wake generating turbine, U∞ is the
freestream velocity, C(x) is the initial velocity deficit at the
wake center, which is described later, yc is the y-location of
the center of the wake, zh is the turbine height, and σ(x,θ) is
the radial spread of the wake which for yawed turbine wakes
can be a function of both streamwise distance x and polar
angle θ (i.e. non-axisymmetric wake velocity distribution).
A more complete description of the model parameters are
provided in [25], while only the main equations of the model
are provided in this paper.

The analytical description of the wake deformation due to
yaw is represented as

σ(x,θ) = kwx+0.4ξ (x,θ), (9)

where kw is the wake expansion coefficient, and ξ is the non-
dimensional wake radius for which an analytical description
was recently developed [26] for application to yawed turbine
wakes.

The initial wake deficit C(x) is calculated using the
following equation

C(x) = 1−

√
1− CT cos3(γ)

2σ̃2(x)/R2 (10)

where CT is the (standard) thrust coefficient of the turbine,
and σ̃2 uses a simplified version of Eq. 9 for computational
efficiency to avoid a dependence on θ .

The system state vector at time k

Φk =
[
φ

1
1 φ

2
1 φ

3
1 ... φ

N
1 φ

1
2 ... φ

N−1
N φ

N
N
]T

, (11)

is formed by assembling mean wake deficit velocities φ
j

i
corresponding to pairs of interacting turbines evaluated at
time k. Specifically, each φ

j
i is defined as the average of the

wake defect velocity for a wake caused by the jth turbine
interacting with a downstream turbine i. It is evaluated from
the model wake velocity according to

φ
j

i =
1
Ai

∫
Ai

C(∆xi, j)×

exp
[
−
(y− yc, j)

2 +(z− zh, j)
2

2σ(∆xi, j,θ j)2

]
dydz,

(12)

where Ai is the rotor disk area of the ith turbine and ∆xi, j =
xi−x j is the streamwise distance between turbine i and j. The

polar angle θ j in the wake due to turbine j can be computed
from arctan[(z− zh, j)/(y−yc, j)]. The state vector (at time k)
Φk for a wind farm with N turbines thus has a total of N2

states.
The system update is determined by the input

Ek = f (Φk,τk,∆Ek), (13)

which provides the new states, the changes in edges of
the wind farm graph as part of the graph-based model,
and changes in the time delay inherent to the system. The
time delay represents the finite time that is necessary for
information to travel between turbines, since aerodynamic
information, such as a change in yaw, can only travel between
the turbines at the speed of the wind velocity. This quantity
is represented by τ

j
i = ∆x j

i /u j where ∆x j
i = xi − x j is the

distance between the two turbines and u j is the advection
velocity of the flow.

The output of the model is a normalized cumulative deficit
coefficient for each turbine ∆u∗i , which is calculated using a
delay-dependent adjacency matrix of the graph that describes
the current turbine interconnections, according to

∆u∗k+1 = Λ(τk)Φk(τk). (14)

The total deficit coefficient for turbine i is then used to find
the disk velocity of turbine i at time k+1 from

ud,i,k+1=Ui,∞ cos(γi,k+1)
(
1−∆u∗i,k+1

)(
1−

C′
T,

4+C′
T,

)
.

The disk mean velocity is used to calculate the power from
wind turbine i using

Pi,k =
1
2

πR2
ρ CP (ud,i,k)

3 [cos(γi)]
p, (15)

where for our case we have set CP = CT. The exponent p
determines the effect of yaw on the power and changes for
different turbines. The range for p is generally 0.5 ≤ p ≤ 2.
This value is typically derived from the specific turbine, and
in our study we used a value of p = 0.5

The optimal control is implemented by finding the best
single value solution to the problem posed in (1) for each
turbine over a finite look-ahead period. Since the problem
is nonlinear, the optimization is challenging. In this work,
we use Powell’s algorithm to find the solution of the min-
imization [27], [28], [29]. Since the solution is sensitive to
the initial conditions, we use the average of an ensemble of
initial conditions to determine the next yaw step.

III. POWER TRACKING RESULTS

A. Controller Testing Setup

The pitch-yaw controller was tested on an eighteen-turbine
wind farm, whose geometry consists of three columns of six
turbines each. The chosen arrangement is consistent with a
number of prior studies [6] that focused on aligned regular
arrays of wind turbines. The simulations are performed
using the JHU LESGO code [30], using the concurrent
precursor inflow method [31], the Lagrangian-averaged scale
dependent subgrid scale model [32], and actuator disk wind
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Fig. 2. Average velocity on a horizontal plane at hub-height from an LES
of the eighteen-turbine wind farm used in the present control study. The
colorbar shows the values in m/s.

turbine models [33], [34]. The domain extends 6 × 3 × 1
km in the streamwise, spanwise, and vertical directions with
512×256×192 grid points in these directions, respectively.
The friction velocity is set to be u∗ = 0.45 m/s and the surface
roughness height is specified as z0 = 0.1 m. The turbines have
a rotor diameter of D = 100 m, a hub height of zh = 100
m, and a local thrust coefficient of C′

T = 4/3. An average
velocity field from this LES of a wind farm plant is shown
in Fig. 2.

Three power reference signals are used to evaluate the
control. The first is a sample power reference signal used
in previous active power control studies [6] that is designed
to integrate to zero. The other two signals are “RegA” and
“RegD” signals, which are types of secondary frequency
regulation signals used by PJM, the independent system
operator (ISO) in the United States Eastern Interconnection.
These signals are based on the area control error (ACE)
signal. The RegA signal is a low pass filter of the ACE that
is usually followed using conventional regulating resources.
The RegD signal is a high-pass filter of the ACE and is
typically followed by more responsive energy sources such
as energy storage devices [8]. RegD signals are also designed
to integrate to zero, meaning that there is no net increase or
decrease over the entire signal.

In the implementation of the yaw controller, the yaw
control is updated every 120 seconds, and the look-ahead
time horizon used is 300 seconds. Over the two minute
interval, the turbines are yawed according to the set yaw
rate, until either they reach the desired yaw, or it is time
for another controller update. Since we are performing a
nonlinear optimization, an ensemble of optimizations are
run (we here used 10 members in the ensemble), each with
differing initial conditions that are perturbed randomly within
±2◦ from the current yaw. The final yaw control commands
use the average of the ensemble results [35], [25].

The PI controller gains were tuned using the full yaw
and pitch controller. We performed both a proportional and
integral gain study. The proportional gain was tested at
increasing values until the trajectory exhibited worsening os-
cillations rather than an improved performance. The success
of the power tracking is measured using the root mean square

Fig. 3. Results from applying the yaw and pitch controller to an eighteen-
turbine wind farm LES plant. The figure shows (a) a comparison between the
power reference signal, the LES if no control was applied, and the controlled
LES results, (b) the time history of the yaw control, where each row is
represented by the same color, and (c) the time history of the coefficient of
thrust for each turbine, while the average is shown by the heavy black line.

error (RMSE) of the signal, calculated as

RMSE =

√√√√ 1
NST

NST

∑
k=1

(
PWF,k −PRef,k

)2
, (16)

where NST is the number of measurements taken over the
timeframe the control is applied, PWF,k is the total wind
farm power from the LES at time k and PRef,k is the power
reference signal value at time k. The chosen PI controller
parameter settings from this study to be used in the rest of
the results for this section are kp = 1 and ki = 0.05. More
information on the PI tuning process is available in [35].

B. Simulation Results

Figure 3 shows an example of the control applied to the
LES wind farm plant. Figure 3(a) shows the total power of
the wind farm, compared with the given power reference
signal and the power output of the wind farm if it was run
without any control at a constant coefficient of thrust and
zero yaw. In the total power plots, the control is turned on
after the vertical black dashed line (located at 10 minutes). In
the case shown in Fig. 3, αd = 0.04, corresponding to a 4%
power derate from the regular operating conditions. We see
that the controlled case is able to track the signal both when
it requires more power than the uncontrolled case (minutes
25−30), and also when it requires less power (minutes 30−
35). In the top right corner of Fig. 3(a), we also indicate the
RMSE of both the controlled and the uncontrolled signal.
Here, the controlled signal has an error that is less than half
that of the uncontrolled case.

In addition to the total power, we can also examine the
control signals. Figure 3(b) shows the time series of the yaw
angle γ of the wind turbines throughout the controlled time
period. The turbines are grouped according to row with each
row designated by a different color. In this application of the
controller, the average of an ensemble of five optimizations
was used to determine the yaw control. All the turbines are
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initialized at zero yaw and become active after the control
is initiated. It can also be seen from this plot that the yaw
evolution is limited by the imposed finite yaw rate (namely
4◦/min), which determines the ramping behavior that starts
around the 30th minute, where the turbines are yawed over
several yaw updates.

Fig. 3(c) shows a time history of the coefficient of thrust
over the control period. The coefficients of thrust have an
initial value of C′

T = 4/3, imposed to represent standard
operating conditions of the farm before control actions (even
though this value is not the maximum allowable value that
could be used in a greedy control which refers to control
strategies when all of the turbines are attempting to extract
the maximum power – in this case by setting the thrust
coefficient to the maximum value C′

T = 2 independently of
the collective wind farm behavior). The different turbine
signals are denoted by different colors in Fig. 3(c). The black
line denotes the average thrust coefficient, which can be used
to determine how much pitch actuation is available in the
farm at any given time. The three quantities shown in Fig. 3
characterize the behavior of the yaw and pitch controller as
function of time.

In Section II, we outlined how a pitch feed-forward control
was implemented to mitigate the effect of the yaw changes on
the pitch control. Figure 4(a) shows the behavior of the pitch
correction term and and Fig. 4(b) shows the yaw actions that
are being accounted for by the pitch feed-forward method,
for two representative turbines, namely the second turbine
and the sixth turbine (which are in the the second row and
sixth row, respectively). One thing to note about this term is
that regardless of the sign of the current yaw of the turbine,
the compensation term is positive if the yaw is moving away
from zero and negative if the yaw is moving towards zero.
Since the power will reduce if the turbine is yawed further
from the zero yaw position, the coefficient of thrust should
be increased to keep the power steady. The effect is reversed
if the turbine is yawed closer to zero yaw. This behavior
is reflected in the Fig. 4, where the positive sections of the
compensation term in Fig. 4(a) correspond to the yaw of the
turbine moving further from the zero yaw position, and the
negative section in Fig. 4(a) correspond to the yaw of the
turbine moving closer to the zero yaw position in Fig. 4(b).

1) RegA and RegD Control Case: In this section we
investigate the performance of the controller when applied
to a RegA and a RegD signal, and compare the performance
of the yaw plus pitch controller with the performance of a
controller only using pitch control.

The controller was applied to one RegA and one RegD
test signal, and the control was implemented with three
different derates (0%, 2%, and 4%) for each signal. Both test
signals are 40 minutes long. Further details regarding these
signals are provided in [8]. The performance of the yaw plus
pitch controller was compared to the uncontrolled LES case
and the LES case where only the PI pitch controller was
applied and all turbines remained unyawed. Figure 5 shows
the total power from these simulations, where grey denotes
the uncontrolled LES case, blue denotes the yaw and pitch

Fig. 4. An example of the pitch compensation for the yaw changes
prescribed by the controller in the simulation shown in Fig. 3, where (a)
shows the changes in the coefficient of thrust in reaction to the yaw changes,
and (b) shows the yaw of a turbine (T2) in the second row and a turbine
(T6) in the sixth row.

controlled LES case, red denotes the only pitch controlled
LES case, while black represents the power reference signal.
The black vertical dashed line shows where the control is
initiated in the tests. The type of signal is denoted in the
upper left corner, followed by the derate value, where “D0”
denotes a 0% derate, and so on. Qualitatively, the yaw plus
pitch control performs similarly to the only pitch control,
with perhaps smaller fluctuations in some portions. Notably,
in the inital portion of the control (from 10-20 minutes),
both of the controllers perform very similarly. In this region
the pitch control is dominant due to the time delay that is
inherent in the yaw control. Since the pitch control in both
controllers is the same, the resulting total power from the
wind farm is very similar. Once the yaw control becomes
more present in the control, which takes approximately 5-10
minutes, the controlled signals from the two cases differ.

Signal Type 4% derate 2% derate 0% derate
Yaw
+
Pitch

Pitch Yaw
+
Pitch

Pitch Yaw
+
Pitch

Pitch

RegA 0.90 0.82 0.84 0.85 0.90 0.93
RegD 0.82 0.84 0.85 0.92 0.97 1.01

TABLE I
ROOT MEAN SQUARE ERROR OF WIND FARM POWER (IN MW),

COMPARING POWER SIGNALS FROM THE CONTROLLED LES PLANT TO

THE PRESCRIBED REGA AND REGD TEST SIGNALS.

Quantitatively, we can use root mean square error (RMSE)
to compare the difference between the power signals from
the controlled LES plant and the reference signals when
using either the yaw and pitch controller or the only pitch
controller. The RMSE for each of these cases is shown in
Table I. The average RMSE for the yaw and pitch controller
for these six cases is 0.88, and the average RMSE for just
the pitch control is 0.90, slightly higher. We can see that
the yaw and pitch control performs slightly better than just
the pitch control for all cases except the RegA with 4%
derate. This is associated with the dip in the total power
for the yaw and pitch control visible around minute 35 in
Fig. 5 for this case. This dip is a combination of yaw being
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Fig. 5. Comparison of the power reference signal (black bold line), an uncontrolled LES case (gray line), the yaw and pitch controlled LES case (blue
line), and the only pitch control LES case (red line). This figure shows comparisons for a representative RegA signal (left column), and a representative
RegD signal (right column), for varying pitch derate values. The derate values are arranged by row, where the first row has a 4% derate, the second row
has a 2% derate, and the third row has no derate.

applied to the wind farm and a sudden dip in the overall
power caused by turbulent fluctuations, such that the pitch
was unable to compensate for a short amount of time. Since
the yaw control reacts on a slower timescale, it is unable to
react to sudden changes due to turbulent fluctuations in the
incoming wind. In this case, the pitch was also unable to
compensate for this changing condition since it did not have
enough control actuation available. In summary, we conclude
that in these simulations, the yaw and pitch control offers a
slight advantage over just the pitch control, and is able to
actively leverage yaw to improve the control by a small but
non-negligible amount.

2) A Greedy Control Case: In the previous studies pre-
sented here, the coefficient of thrust was initialized at 4/3 to
simulate standard operating conditions. However, as previ-
ously noted, this enables the thrust coefficient to have initial
actuation authority, since the (local) thrust coefficient can
still increase to its maximum theoretical value of 2. This
means that the derates shown above are already derated from
the average power when C′

T = 4/3 and not from the greedy
power where C′

T = 2, i.e. building in an addition derate.
We also wanted to investigate the effect of yaw on a wind
farm operating in greedy control conditions where the thrust
coefficient actuation is more limited.

Fig. 6. Total power comparison for the case with a greedy initial condition
and derated by 2% between the reference signal (bold black line), an
uncontrolled LES case (gray line) [RMSEnc = 1.49], the yaw and pitch
controlled LES case (blue line) [RMSEypc = 1.29], and the only pitch
controlled LES case (red line) [RMSEct = 1.48].

Figure 6 shows the total power of the yaw and pitch

controlled LES case compared with the power reference
signal (black), the only pitch control (red) and the uncon-
trolled LES case (grey) where the wind farm was initialized
with C′

T = 2 (greedy control) but including a 2% derate.
Initially, both control schemes clearly struggle to meet the
power reference signal since there is not enough energy
in the uncontrolled power to meet the demand. However,
the yaw and pitch controller is able to leverage yaw to
increase the power available, and is able to better meet the
demand during the increase in the power reference signal,
between 25 and 30 minutes. This is notable because both the
uncontrolled LES case and the only pitch case are unable
to meet this demand, suggesting that the yaw control was
able to increase the power that could be extracted from the
farm through wake steering during this time interval. These
results show that the yaw control can be beneficial in power
tracking particularly in reducing the required derate, which
has economic implications.

IV. CONCLUSIONS

This paper describes and tests a coordinated pitch-yaw
controller for active power tracking using wind farms. The
controller leverages a dynamic yaw model that includes the
spatial and temporal behavior of the wake due to yaw actions
as it propagates through the farm. A novel power distribution
scheme for pitch control actions enable the PI control to
track the power signal with smaller derates than previous
literature. Comparisons between this PI control for pitch and
the integrated yaw-pitch control showed that coupling yaw
with pitch control in the proposed control structure provides
modest improvement in tracking secondary frequency regula-
tion type signals for small turbine derates. However, the yaw
augmentation was sometimes required to increase control
authority in situations where the wind farm was close to
its maximum power available (typically when the turbines
were not derated). This work therefore provides a proof of
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concept that dynamic yaw control can have benefits in power
tracking, particularly in reducing the derates associated with
revenue loss in the bulk power market and the probability
of failure to meet the tracking goals. Reducing both of these
items can improve the revenue potential of a farm providing
frequency regulation services. Future work is needed to
more comprehensively quantify the benefits of yaw in this
application and to further investigate whether advances to
the model predictive control framework for yaw can further
improve performance.
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