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Abstract—In this paper we propose a novel approach to
multiply-accumulate (MAC) operations in photonics. This ap-
proach is based on stochastic computing and on the dynamic
behavior of phase-change materials (PCMs), leading to the
unique characteristic of automatically storing the result in non-
volatile memory. We demonstrate that, even with perfect look-
up tables, the standard approach to PCM scalar multiplication
is highly susceptible to perturbations as small as 0.1% of the
input power, causing repetitive peaks of 600% relative error. In
the same operating conditions, the proposed method achieves an
average of 7× improvement in precision.

Index Terms—photonic computing, phase-change memories,
stochastic computing, computation-in-memory

I. INTRODUCTION

Following the needs of electronic crossbars for multiply-
accumulate (MAC) operations in AI applications, photonic ap-
proaches are being investigated with the promise of improve-
ments in operation speed due to the unmatched parallelism
achieved with light [1]. Amongst photonic MAC alternatives,
most are interference-based, which utilize large, power-hungry
phase-shifters to compute [1]. On the other hand, optical
phase-change materials (PCMs) offer a small footprint, non-
volatile alternative [2]. As shown in Fig. 1a, this method is
based on the multiplicative interaction between the state of
a PCM, i.e. the distribution of amorphous/crystalline phase,
and the amplitude of an optical pulse. Thus we refer to it as
amplitude-oPCM.

An important parameter for computing with PCMs is the
number of intermediate states that it allows. Currently, up to
64 states (6 bits) have been demonstrated [3]. As new devices
with higher bit counts become available, it is intuitive to
expect better precision from them. However, in this paper we
show that amplitude-oPCM actually degrades in accuracy as
more bits are available in the presence of small perturbations.
Besides, this approach further requires: i) precise adjustments
of input intensity, ii) precise writing of values to the multi-
level memory, iii) multi-wavelength light sources for MAC
implementation. In this context, we propose stochastic-oPCM,
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a single-wavelength approach that requires only 1-bit modu-
lators, and thus does not depend on the precise adjustment
of either the light pulses or the memory state. Our approach
operates by continuously updating the accumulated values in
the PCM state, therefore the results are automatically written
in memory. To achieve multiplication, we rely on stochastic
computing, which also includes error in the system, thus we
compare the accuracy of both methods in the presence of
small output perturbations, that could be caused by receiver
electronics noise or temperature fluctuations.

II. PROPOSED APPROACH

A. Stochastic-oPCM Cell

In stochastic computing, data is converted to pseudo-random
bitstreams using stochastic number generators (SNGs). Mul-
tiplication is performed by feeding these bitstreams to an
AND gate and an accumulator, as seen in Fig. 1b. If the
inputs are uncorrelated, the accumulated 1s will represent the
product between the inputs, with additional error due to the
approach’s randomness [4]. In photonics, a PCM deposited
on top of a waveguide crossing can act as both the AND gate
and the accumulator. To do so, we split a short, high power
amorphizing pulse between the two branches of the crossing as
seen in Fig. 1c, each carrying a stochastic bistream encoded
by a one-bit optical modulator. Therefore, if two 1s arrive
simultaneously, the PCM will partially amorphize, performing
the AND operation [5]. This operation is cumulative, so
subsequent pulses will amorphize other parts of the material
as illustrated in Fig. 1d. A disadvantage of this approach
is that thermodynamic equilibrium must be reached between
melting events, incurring a nanosecond delay between pulses
[6]. Finally, the transmission through an optical PCM depends
on its state (inset of Fig.1a), therefore we send a non-melting
pulse with known amplitude to recover the result.

B. Simulation Environment and Methodology

We implemented a behavioral simulation environment in
Python based on results from multiphysics simulations of a
Ge2Sb2Te5 thin film of 100 nm×250 nm×20 nm deposited on
a 400 nm× 180 nm silicon waveguide. This PCM requires an
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Fig. 1. (a) Scalar multiplication with amplitude-oPCM. Inset: PCM transmission characteristic based on its state, (b) multiplication in stochastic computing
with digital components, (c) cell for stochastic-oPCM multiplication, (d) PCM state evolution during stochastic-oPCM operation, (e) amplitude-oPCM operation
for three cases, (f) relative error (%) of all operations in amplitude-oPCM multiplication, (g) relative error (%) for all operations in stochastic-oPCM, (h)
average relative error for both methods with different quantizations.

optical pulse of 13.6 mW and 500 ps to amorphize one step.
For stochastic-oPCM, each 1 in a bitstream is encoded with
6.8 mW and thus we assume that the PCM state behaves as a
discrete counter of amorphizing events with the transmission
characteristic from Fig. 1a. To avoid corrupting the memory
state at the end of operation, we use a non-melting readout
pulse of 1.36 mW.

For amplitude-oPCM, we model the PCM as an attenua-
tor with input-dependent transmission corresponding to the
graphic in Fig. 1a. Input B is encoded linearly as an optical
pulse between 0 and 1.36 mW. Optical losses are not con-
sidered in the simulations as they do not affect the precision,
but rather the required laser power. The results are recovered
from a look-up table obtained from unperturbed simulations.

III. SIMULATION RESULTS AND DISCUSSION

All tests in this section represent the average of 100
simulations of scalar multiplication considering 8-bit values,
quantized down to 6 bits. Initially, in Fig. 1e, we demonstrate
the sensitivity of amplitude-oPCM with three examples with-
out perturbations: ( 1 ) two largely different products result
in a similar output power, differing only by 0.6 µW, ( 2 )
two similar products produce largely different outputs, ( 3 )
multiplication is not commutative. When all the powers are
exact, the correct output for any input can be recovered from
the look-up table, as shown in Fig. 1f, in which the error
comes only from quantization. However, as soon as we include
a normally distributed perturbation with standard deviation of
1.36 µW, 0.1% of the readout power, high relative error peaks
appear, surpassing 600%.

We also performed the same simulations for stochastic-
oPCM, as shown in Fig. 1g. We observe that it also produces
error, especially for small inputs and almost entirely due to
the stochastic paradigm, as the behavior barely changes when

perturbations are included. Lastly, we verify the average error
of all operations for different bit quantizations, i.e. using PCMs
with fewer levels, with results shown in Fig. 1h. In this case,
we note that amplitude-oPCM achieves minimum error for
3 bits, due to quantization alone, but quickly degrades to
145% average error with 6 bits. On the other hand, stochastic-
oPCM improves with more levels due to longer bitstreams [4],
reaching 21% average error with 6 bits.

IV. CONCLUSIONS

We propose a novel approach to achieve MAC operations
in photonics using PCMs that requires less complex con-
trol than the state-of-the-art. We show that our method’s
accuracy is more robust to small perturbations. The pro-
posed approach also includes error in the operation due to
the nature of stochastic computing, and reducing it requires
longer bitstreams, and thus PCMs with higher level counts.
In future work, we intend to validate our assumptions with
experimental data. Furthermore, we shall investigate how the
stochastic-oPCM cell can be used in Computation-In-Memory
architectures, taking advantage of its unique characteristic of
automatically writing the result to memory.
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