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Abstract—In this paper the relation between nonantici-
pative rate distortion function (RDF) and Bayesian filtering
theory is investigated using the topology of weak convergence
of probability measures on Polish spaces. The relation is
established via an optimization on the space of conditional
distributions of the so-called directed information subject to
fidelity constraints. Existence of the optimal reproduction
distribution of the nonanticipative RDF is shown, while
the optimal nonanticipative reproduction conditional distri-
bution for stationary processes is derived in closed form.
The realization procedure of nonanticipative RDF which
is equivalent to joint-source channel matching for symbol-
by-symbol transmission is described, while an example is
introduced to illustrate the concepts.

I. INTRODUCTION

This paper is concerned with the abstract formula-
tion of nonanticipative rate distortion function (RDF) on
Polish spaces (complete separable metric spaces) and its
relation to filtering theory. In the past, rate distortion (or
distortion rate) functions and filtering theory have evolved
independently. Specifically, classical RDF addresses the
problem of reproduction of a process subject to a fidelity
criterion without much emphasis on the realization of the
reproduction conditional distribution via nonanticipative
operations. On the other hand, filtering theory is developed
by imposing real-time realizability on estimators with
respect to measurement data.
Historically, the work of R. Bucy [1] appears to be the
first to consider the direct relation between distortion rate
function and filtering. The work of A. K. Gorbunov and M.
S. Pinsker [2] on ε-entropy defined via a nonanticipative
constraint on the reproduction distribution of the RDF,
although not directly related to the realizability question
pursued by Bucy, computes the nonanticipative RDF for
stationary Gaussian processes via power spectral densities.
The objective of this paper is to investigate the connection
between nonanticipative RDF and filtering theory for gen-
eral distortion functions and random processes on abstract
Polish spaces using the topology of weak convergence.
The main results discussed in this paper are the following.
(1) Existence of optimal reproduction distribution mini-
mizing directed information using the topology of weak
convergence of probability measures on Polish spaces;
(2) Closed form expression of the optimal reproduction
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conditional distribution for stationary processes;
(3) Realization procedure of the filter;
(4) Example to demonstrate the realization of the filter;
(5) Connection between nonanticipative RDF and joint
source-channel coding of symbol-by-symbol transmission
[3].
Motivation. This work is motivated by applications in
which estimators are desired to have specific accuracy,
by control over limited rate communication channel ap-
plications [4], [5], and by the desire to provide necessary
conditions for symbol-by-symbol or uncoded transmission
[3] for sources with memory without anticipation.

First, we give a brief high level discussion on nonan-
ticipative RDF and filtering theory, and discuss their
connection. Consider a discrete-time process Xn 4

=

{X0, X1, . . . , Xn} ∈ X0,n
4
= ×ni=0Xi, and its reproduction

Y n
4
= {Y0, Y1, . . . , Yn} ∈ Y0,n

4
= ×ni=0Yi where Xi and

Yi are Polish spaces.
Bayesian Estimation Theory. In classical filtering, one is
given a mathematical model that generates the process Xn,
{PXi|Xi−1(dxi|xi−1) : i = 0, 1, . . . , n}, a mathematical
model that generates observed data obtained from sensors,
say, Zn, {PZi|Zi−1,Xi (dzi|zi−1, xi) : i = 0, 1, . . . , n},
while Y n are the causal estimates of some function of
the process Xn based on the observed data Zn. The
classical Kalman Filter is a well-known example, where
X̂i = E[Xi|Zi−1], i = 0, 1, . . . , n, is the conditional mean
which minimizes the average least-squares estimation er-
ror. Fig. 1 is the block diagram of the filtering problem.

Fig. 1. Filtering problem.

Nonanticipative Rate Distortion Theory and Estima-
tion. In nonanticipative rate distortion theory one is
given a distribution for the process Xn, which induces
{PXi|Xi−1(dxi|xi−1) : i = 0, 1, . . . , n}, and deter-
mines the nonanticipative reproduction conditional dis-
tribution {PYi|Y i−1,Xi(dyi|yi−1, xi) : i = 0, 1, . . . , n}
which minimizes the directed information from Xn to
Y n subject to distortion or fidelity constraint. The filter
{Yi : i = 0, 1, . . . , n} of {Xi : i = 0, 1, . . . , n} is
found by realizing the optimal reproduction distribution
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{PYi|Xi−1,Xi(dyi|yi−1, xi) : i = 0, 1, . . . , n} via a
cascade of sub-systems as shown in Fig. 2. Thus, in nonan-
ticipative rate distortion theory the observation or mapping
from {Xi : i = 0, 1, . . . , n} to {Zi : i = 0, 1, . . . , n} is
part of the realization procedure, while in filtering theory,
this mapping is given á priori.

Fig. 2. Filtering via nonanticipative rate distortion function.

The precise problem formulation necessitates the def-
initions of distortion function or fidelity, and directed
information.
The distortion function or fidelity constraint [6] between
xn and its reproduction yn, is a measurable function
d0,n : X0,n × Y0,n → [0,∞] defined by

d0,n(xn, yn)
4
=

1

n+ 1

n∑
i=0

ρ0,i(x
i, yi).

Directed information from a sequence of Random Vari-
ables (RV’s) Xn 4= {X0, X1, . . . , Xn} ∈ X0,n

4
= ×ni=0Xi,

to another sequence Y n
4
= {Y0, Y1, . . . , Yn} ∈ Y0,n

4
=

×ni=0Yi is often defined via [7], [8]4

I(Xn → Y n)
4
=

n∑
i=0

I(Xi;Yi|Y i−1)

=

n∑
i=0

∫
log
(PYi|Y i−1,Xi(dyi|yi−1, xi)

PYi|Y i−1(dyi|yi−1)

)
PXi,Y i(dxi, dyi)

≡ IXn→Y n(PXi|Xi−1,Y i−1 , PYi|Y i−1,Xi : i = 0, 1, . . . , n).

In this paper, it is assumed that ∀ i = 0, 1, . . . , n,

PXi|Xi−1,Y i−1(dxi|xi−1, yi−1) = PXi|Xi−1(dxi|xi−1).

The above assumption states that the process
{Xi : i = 0, 1, . . . , n} is conditionally independent
of Y i−1 = yi−1 given knowledge of Xi−1 = xi−1,
and it is implied by the following conditional
independence, PYi|Y i−1,X∞ (dyi|yi−1, x∞) =
PYi|Y i−1,Xi(dyi|yi−1, xi) − a.s., ∀ i = 0, 1, . . . , n. The
last assumption implies that the reproduction of Yi does not
depend on future values X∞i+1

4
= {Xi+1, Xi+2, . . . , X∞}.

Given a sequence of source distributions
{PXi|Xi−1(·|·) : i = 0, 1, . . . , n} and a
sequence of reproduction conditional distributions
{PYi|Y i−1,Xi(·|·, ·) : i = 0, 1, . . . , n} define
the joint distribution PXn,Y n(dxn, dyn) =
PXi|Xi−1(dxi|xi−1) ⊗ PYi|Y i−1,Xi(dyi|yi−1, xi). The

4Unless otherwise, integrals with respect to probability distributions
are over the spaces on which these are defined.

nonanticipative RDF is a special case of directed
information defined by

IPXn (Xn → Y n)

= IXn→Y n(PXi|Xi−1 , PYi|Y i−1,Xi : i = 0, 1, . . . , n).

Nonanticipative RDF. The nonanticipative RDF is defined
by

Rna0,n(D)
4
= inf

PYi|Y i−1,Xi (·|·,·),
i=0,1,...,n:

E
{
d0,n(X

n,Y n)≤D
}
IPXn (Xn → Y n). (1)

The definition of the nonanticipative RDF is consis-
tent with [9] in which nonanticipation is defined via
the Markov chain (MC) X∞n+1 ↔ Xn ↔ Y n, e.g.,
PY n|X∞(dyn|x∞) = PY n|Xn(dyn|xn). Therefore, by
finding the solution of (1), then one can realize it via a
channel from which one can construct an optimal filter
via nonanticipative operations as in Fig. 2. One can view
the sensor map as consisting of an encoder and a channel,
thus draw relations to symbol-by-symbol and uncoded
transmission in information theory [3].

This paper is organized as follows. Section II discusses
the formulation on abstract spaces. Section III establishes
existence of optimal minimizing distribution, and Sec-
tion IV derives the optimal minimizing distribution for
stationary processes. Section V describes the realization
of nonanticipative RDF, while Section VI provides an
example.

II. ABSTRACT FORMULATION

The source and reproduction alphabets are sequences
of Polish spaces [10]. Probability distributions on any
measurable space (Z,B(Z)) are denoted by M1(Z).
For (X ,B(X )), (Y,B(Y)) measurable spaces, the set of
conditional distributions PY |X(·|X = x) is denoted by
Q(Y;X ) and these are equivalent to stochastic kernels on
(Y,B(Y)) given (X ,B(X )).
Given the process distributions PXn(dxn) and
{PYi|Y i−1,Xi(dyi|yi−1, xi) : i = 0, 1, . . . , n} the
following probability distributions are defined.
(P1): The reproduction conditional probability distribution−→
P Y n|Xn ∈

−→
Q(Y0,n;X0,n):

−→
P Y n|Xn(dyn|xn)

4
= ⊗ni=0PYi|Y i−1,Xi(dyi|yi−1, xi).

(P2): The joint probability distribution PXn,Y n ∈
M1(Y0,n ×X0,n) for G0,n ∈ B(X0,n)× B(Y0,n):

PXn,Y n(G0,n)
4
= (PXn ⊗

−→
P Y n|Xn)(G0,n)

=

∫ −→
P Y n|Xn(G0,n,xn |xn)⊗ PXn(dxn)

where G0,n,xn is the xn−section of G0,n at point xn

defined by G0,n,xn
4
= {yn ∈ Y0,n : (xn, yn) ∈ G0,n}



and ⊗ denotes the convolution.
(P3): The marginal distribution PY n ∈M1(Y0,n):

PY n(F0,n)
4
= P (X0,n × F0,n), F0,n ∈ B(Y0,n)

=

∫ −→
P Y n|Xn(F0,n|xn)PXn(dxn).

Define
−→
Q(Y0,n;X0,n) =

{−→
P Y n|Xn(dyn|xn) ∈ Q(Y0,n;X0,n) :

−→
P Y n|Xn(dyn|xn)

4
= ⊗ni=0PYi|Y i−1,Xi(dyi|yi−1, xi)

}
.

Directed information (special case) is defined via the
Kullback-Leibler distance:

IPXn (Xn → Y n)
4
= D(PXn,Y n ||PXn × PY n)

= D(PXn ⊗
−→
P Y n|Xn ||PXn × PY n)

=

∫
log
(d(PXn ⊗

−→
P Y n|Xn)

d(PXn × PY n)

)
d(PXn ⊗

−→
P Y n|Xn)

≡ IXn→Y n(PXn ,
−→
P Y n|Xn). (2)

Note that (2) states that directed information is expressed
as a functional of {PXn ,

−→
P Y n|Xn}.

Next, the definition of nonanticipative RDF is given.

Definition 1: (Nonanticipative RDF) Suppose d0,n
4
=∑n

i=0 ρ0,i(x
i, yi) is measurable, and let

−→
Q0,n(D) (assum-

ing is non-empty) denotes the fidelity set
−→
Q0,n(D)

4
=
{−→
P Y n|Xn ∈

−→
Q(Y0,n;X0,n) : `d0,n(

−→
P Y n|Xn)

4
=

∫
d0,n(xn, yn)

−→
P Y n|Xn(dyn|xn)⊗ PXn(dxn) ≤ D

}
(3)

where D ≥ 0. The nonanticipative RDF is defined by

Rna0,n(D)
4
= inf−→

P Y n|Xn∈
−→
Q0,n(D)

IXn→Y n(PXn ,
−→
P Y n|Xn).

(4)

Clearly, Rna0,n(D) is characterized by minimizing
IXn→Y n(PXn ,

−→
P Y n|Xn) over

−→
Q0,n(D).

III. EXISTENCE OF REPRODUCTION DISTRIBUTION

In this section, the existence of the minimizing (n +
1)-fold convolution of conditional distributions in (4) is
established by using the topology of weak convergence of
probability measures on Polish spaces. First, we state some
properties derived in [8].

Theorem 1: [8] Let {Xn : n ∈ N} and {Yn : n ∈ N}
be Polish spaces. Then
(1) The set

−→
Q(Y0,n;X0,n) is convex.

(2) IXn→Y n(PXn ,
−→
P Y n|Xn) is a convex functional of

−→
P Y n|Xn ∈

−→
Q(Y0,n;X0,n) for a fixed PXn ∈M1(X0,n).

(3) The set
−→
Q0,n(D) is convex.

Let BC(Y0,n) denotes the set of bounded continuous real-
valued functions on Y0,n. We need the following.

Assumption 1: The following conditions are assumed
throughout the paper.
(A1) Y0,n is a compact Polish space, X0,n is a Polish
space;
(A2) for all h(·)∈BC(Y0,n), the function
mapping (xn, yn−1) ∈ X0,n × Y0,n−1 7→∫
Yn
h(y)PY |Y n−1,Xn(dy|yn−1, xn) ∈ R is continuous

jointly in the variables (xn, yn−1) ∈ X0,n × Y0,n−1;
(A3) d0,n(xn, ·) is continuous on Y0,n;
(A4) the distortion level D is such that there exist sequence
(xn, yn) ∈ X0,n × Y0,n satisfying d0,n(xn, yn) < D.

Note that since Y0,n is assumed to be a compact Polish
space, then by [10] probability measures on Y0,n are
weakly compact. Moreover, the following weak compact-
ness result can be obtained.

Lemma 1: Suppose Assumption 1 (A1), (A2) hold.
Then
(1) The set

−→
Q(Y0,n;X0,n) is weakly compact.

(2) Under the additional conditions (A3), (A4) the set−→
Q0,n(D) is a closed subset of

−→
Q(Y0,n;X0,n) (hence

compact).

Proof: The derivation is found in [11].

The previous results follow from Prohorov’s theorem
that relates tightness and weak compactness. The next the-
orem establishes existence of the minimizing reproduction
distribution for (4); it follows from Lemma 1 and the
lower semicontinuity of IXn→Y n(PXn , ·) with respect to−→
P Y n|Xn [11].

Theorem 2: (Existence) Suppose the conditions of
Lemma 1 hold. Then Rna0,n(D) has a minimum.

Proof: The derivation is found in [11].

IV. OPTIMAL REPRODUCTION OF NONANTICIPATIVE
RDF

In this section the form of the optimal reproduction
conditional distribution is derived under a stationarity
assumption. We introduce the following main assumption.

Assumption 2: (Stationarity) The (n + 1)-fold con-
volution conditional distribution

−→
P Y n|Xn(dyn|xn) =

⊗ni=0PYi|Y i−1,Xi (dyi|yi−1, xi), is the convolution of sta-
tionary conditional distributions.

The consequence of Assumption 2, which holds for sta-
tionary processes and a single letter distortion function, is
that the Gateaux differential of IXn→Y n(PXn ,

−→
P Y n|Xn)

is done in only one direction
−→
P Y n|Xn −

−→
P 0
Y n|Xn

via
−→
P ε
Y n|Xn

4
=
−→
P Y n|Xn + ε

(−→
P Y n|Xn −

−→
P 0
Y n|Xn

)
,

ε ∈ [0, 1], since under Assumption 2, the functionals



{PYi|Y i−1,Xi(dyi|yi−1, xi) ∈ Q(Yi;Y0,i−1 × X0,i) : i =
0, 1, . . . , n} are identical.

Theorem 3: Suppose Assumption 2 holds
and IPXn (

−→
P Y n|Xn)

4
= IXn→Y n(PXn ,

−→
P Y n|Xn)

is well defined for every
−→
P Y n|Xn ∈

−→
Q0,n(D)

possibly taking values from the set [0,∞]. Then−→
P Y n|Xn → IPXn (

−→
P Y n|Xn) is Gateaux differentiable at

every point in
−→
Q0,n(D), and the Gateaux derivative at

the point
−→
P 0
Y n|Xn in the direction

−→
P Y n|Xn −

−→
P 0
Y n|Xn

is given by

δIPXn (
−→
P 0
Y n|Xn ,

−→
P Y n|Xn −

−→
P 0
Y n|Xn)

=

∫
log

(−→
P 0
Y n|Xn(dyn|xn)

P 0
Y n(dyn)

)
⊗ (
−→
P Y n|Xn −

−→
P 0
Y n|Xn)(dyn|xn)PXn(dxn)

where P 0
Y n ∈ M1(Y0,n) is the marginal measure corre-

sponding to
−→
P 0
Y n|Xn ⊗ PXn ∈M1(Y0,n ×X0,n).

Proof: The proof is similar to the one in [12] (al-
though it is more involved).

The constrained problem defined by (4) can be refor-
mulated as an unconstrained problem using Lagrange
multipliers [11]

Rna0,n(D) = sup
s≤0

inf−→
P Y n|Xn

∈
−→
Q(Y0,n;X0,n)

{
IXn→Y n(PXn ,

−→
P Y n|Xn)

− s(`d0,n
(−→
P Y n|Xn)−D(n+ 1)

)}
, s ∈ (−∞, 0]. (5)

The above observations yield the following theorem.

Theorem 4: (Optimal Reproduction Distribution)
Suppose the Assumption 2 holds and consider
d0,n(xn, yn)

4
=
∑n
i=0 ρ(T ixn, T iyn). Then

(1) The infimum in (5) is attained at
−→
P ∗Y n|Xn ∈

−→
Q0,n(D)

given by5

−→
P ∗Y n|Xn(dyn|xn) = ⊗ni=0P

∗
Yi|Y i−1,Xi(dyi|yi−1, xi)

= ⊗ni=0

esρ(T
ixn,T iyn)P ∗Yi|Y i−1(dyi|yi−1)∫

Yi
esρ(T ixn,T iyn)P ∗Yi|Y i−1(dyi|yi−1)

(6)

where s ≤ 0 and P ∗Yi|Y i−1(dyi|yi−1) ∈ Q(Yi;Y0,i−1).
(2) The nonanticipative RDF is given by

Rna0,n(D) = sD(n+ 1)−
n∑
i=0

∫
log
(∫
Yi

esρ(T
ixn,T iyn)

P ∗Yi|Y i−1(dyi|yi−1)
)−→
P ∗Y i−1|Xi−1(dyi−1|xi−1)⊗ PXi(dxi).

5Due to stationarity assumption PYi|Y i−1 (·|·) = P (·|·) and
P ∗
Yi|Y i−1,Xi (·|·, ·) = P ∗(·|·, ·)

If Rna0,n(D) > 0 then s < 0 and
n∑
i=0

∫
ρ(T ixn, T iyn)

−→
P ∗Y i|Xi(dyi|xi)PXi(dxi) = (n+ 1)D.

Proof: The derivation is found in [11].

Remark 1: Note that if the distortion function satisfies
ρ(T ixn, T iyn) = ρ(xi, T

iyn) then for i = 0, 1, . . . , n

P ∗Yi|Y i−1,Xi(dyi|yi−1, xi) = P ∗Yi|Y i−1,Xi(dyi|yi−1, xi)

that is, the reproduction kernel is Markov in Xn.

V. REALIZATION OF NONANTICIPATIVE RDF

The realization of the nonanticipative RDF (optimal
reproduction conditional distribution) is equivalent to the
sensor mapping as shown in Fig. 2 which produces the
auxiliary random process {Zi : i ∈ N} which is used
for filtering. This is equivalent to identifying a commu-
nication channel, an encoder and a decoder such that
the reproduction from the sequence Xn to the sequence
Y n matches the nonanticipative rate distortion minimizing
reproduction kernel. Fig. 3 illustrates the cascade sub-
systems that realize the nonanticipative RDF.

Definition 2: (Realization) Given a source
{PXi|Xi−1(dxi|xi−1) : i = 0, . . . , n}, a channel
{PBi|Bi−1,Ai(dbi|bi−1, ai) : i = 0, . . . , n} is a
realization of the optimal reproduction distribution (6)
if there exists a pre-channel encoder {PAi|Ai−1,Bi−1,Xi

(dai|ai−1, bi−1, xi) : i = 0, . . . , n} and a post-channel
decoder {PYi|Y i−1,Bi(dyi|yi−1, bi) : i = 0, . . . , n} such
that
−→
P
∗
Y n|Xn(dyn|xn)

4
= ⊗ni=0P

∗
Yi|Y i−1,Xi(dyi|yi−1, xi)

= ⊗ni=0PYi|Y i−1,Xi(dyi|yi−1, xi) (7)

where (7) is generated from the joint distribution

PXn,An,Bn,Y n(dxn, dan, dbn, dyn)

= ⊗ni=0PYi|Y i−1,Bi(dyi|yi−1, bi)
⊗ PBi|Bi−1,Ai(dbi|bi−1, ai)
⊗ PAi|Ai−1,Bi−1,Xi(dai|ai−1, bi−1, xi)
⊗ PXi|Xi−1(dxi|xi−1).

The filter is given by {PXi|Bi−1(dxi|bi−1) : i = 0, . . . , n}
or by {PXi|Y i−1(dxi|yi−1) : i = 0, . . . , n}.
Clearly, {Bi : i = 0, 1, . . . , n} is an auxiliary
random process which is needed to obtain the filter
{PXi|Bi−1(dxi|bi−1) : i = 0, . . . , n}. If we further

ensure that there exists (D,P ) such that Rna(D)
4
=

limn→∞
1

n+1R
na
0,n(D) = C(P ), where C(P ) is the capac-

ity of the channel with power level P , then the realization
of Fig. 3 is equivalent to symbol-by-symbol transmission
in which the source is matched to the channel, e.g., real-
time transmission of information.



Fig. 3. Realizable nonanticipative rate distortion function.

VI. EXAMPLE

Consider the following discrete-time partially observed
linear Gauss-Markov system described by{

Xt+1 = AXt +BWt, X0 = X ∈ Rn, t ∈ N
Yt = CXt +GVt, t ∈ N (8)

where Xt ∈ Rm is the state (unobserved) process of
information source (plant), and Yt ∈ Rp is the partially
measurement (observed) process. Assume that (C,A) is
detectable and (A,

√
BBtr) is stabilizable, (G 6= 0). The

state and observation noises {(Wt, Vt) : t ∈ N}, Wt ∈ Rk
and Vt ∈ Rp, are Gaussian IID processes with zero mean
and identity covariances are mutually independent, and
independent of the Gaussian RV X0, with parameters
N(x̄0, V̄0).
The objective is to reconstruct {Yt : t ∈ N} from
{Ỹt : t ∈ N} using single letter distortion. First, we
compute

Rna0,n(D) = inf−→
P Ỹ n|Y n∈

−→
Q0,n(D)

1

n+ 1
IXn→Y n(PY n ,

−→
P Ỹ n|Y n)

and then realize the optimal reproduction distribution.
According to Theorem 4, the optimal reproduction is given
by

−→
P ∗
Ỹ n|Y n(dỹn|yn) = ⊗nt=0

es||ỹt−yt||
2

PỸt|Ỹ t−1(dỹt|ỹt−1)∫
Yt
es||ỹt−yt||2PỸt|Ỹ t−1(dỹt|ỹt−1)

(9)

where s ≤ 0. Hence, from (9) it follows that PỸt|Ỹ t−1,Y t =

PỸt|Ỹ t−1,Yt
(dỹt|ỹt−1, yt) − a.a., that is, the reproduction

is Markov with respect to the process {Yt : t ∈ N}, and
{(Xt, Yt) : t ∈ N} is jointly Gaussian, hence it follows
that PỸt|Ỹ t−1,Yt

(·|ỹt−1, yt) is Gaussian. Hence, it has the
general form

Ỹt = ĀYt + B̄Ỹ t−1 + Z̄t, t ∈ N (10)

where Āt ∈ Rp×p, B̄t ∈ Rp×tp, and {Z̄t : t ∈ N} is an
independent sequence of Gaussian vectors.
The nonanticipative RDF is given by [11]

Rna0,n(D) =
1

n+ 1

n∑
t=0

p∑
i=1

log
(λt,i
δt,i

)
(11)

where {ξt : t ∈ N} are such that

δt,i
4
=

{
ξt if ξt ≤ λt,i
λt,i if ξt > λt,i

, t ∈ N, i = 1, . . . , p

and {ξt : t ∈ N} satisfies
∑p
i=1 δt,i = D. Define ∆t

4
=

diag{δt,i, . . . , δt,p}.
We realize (10) and (11) via a scalar additive Gaussian
noise (AGN) channel with feedback defined by

Bt = At + Zt, V ar(Zt) = Q, t ∈ N (12)

where the encoder is a mapping At = Φt(Yt, Ỹ
t−1)

with power Pt
4
= E{(At)2}. Hence, the capacity

of (12) is C(P )
4
= limn→∞

1
n+1I(An → Bn) =

limn→∞
1
2

1
n+1

∑n
t=0 log

(
1 + E{(At)2}V ar(Zt)−1

)
=

1
2 log(1 + P

Q ).
Realization of the nonanticipative RDF. The realization is
based on the block diagram of Fig. 4. The encoder Φt(·, ·)
consists of a pre-encoder which produces the Gaussian
innovation process {Kt : t ∈ N}, defined by

Kt
4
= Yt − E

{
Yt|σ{Ỹ t−1}

}
, t ∈ N (13)

whose covariance is defined by Λt
4
= E{KtK

tr
t }. The

decoder consists of a pre-decoder {K̃t : t ∈ N} which is
defined by

K̃t
4
= Ỹt − E

{
Yt|σ{Ỹ t−1}

}
, t ∈ N. (14)

Let {Et : t ∈ N} be the unitary matrix such that

EtΛtE
tr
t = diag{λt,1, . . . λt,p}, t ∈ N. (15)

Define Γt
4
= EtKt and let {Γ̃t : t ∈ Nn} denote its

reproduction.
Thus, the pre-encoder can be further scalled by Γt =
EtKt, and Γt is compressed by At = AtΓt and sent
through the AGN channel with feedback, after which the
received signal is decompressed by Γ̃t = BtBt in the pre-
decoder. By the knowledge of the channel output at the
decoder, the mean square estimator X̂t is generated at the
decoder (and encoder because X̂t

4
= E

{
Xt|σ{Ỹt−1}

}
).

The complete design is illustrated in Fig. 4. We can design

Fig. 4. Design of the discrete-time communication system with scalar
additive Gaussian noise (AGN) channel.



{(At,Bt) : t ∈ N} by

At =
[√α1Pt

λt,1
, . . . ,

√
αpPt
λt,p

]
, t ∈ N

Bt =
[√

α1Ptλt,1, . . . ,
√
αpPtλt,p

]tr
, t ∈ N

where
∑p
i=1 αi = 1, i = 1, . . . , p. Note that Ht

4
= BtAt.

Decoder. From Fig. 4,

K̃t = Etrt Γ̃t = Etrt HtEtKt + Etrt BtZt, t ∈ N.

The reproduction of Yt is given by the sum of K̃t and
CX̂t as follows.

Ỹt = Etrt HtEtKt + Etrt BtZt + CX̂t, t ∈ N.
= Etrt HtEtC(Xt − X̂t) + CX̂t

+ (Etrt HtEtGVt + Etrt BtZt)

where {Vt : t ∈ N} and {Zt : t ∈ N} are independent
Gaussian vectors. The desired distortion is achieved as
follows

E
{

(Yt − Ỹt)tr(Yt − Ỹt)
}

= Tr
{
Etrt

(
(I −Ht)diag(λt,1, . . . , λt,p)(1−Ht)

tr

+ (BtQBtrt )
)
Et

}
=

p∑
i=0

δt,i = D. (16)

Thus, from (16), {δt,i}pi=1 are eigenvalues of the matrix

Tt
4
= (I −Ht)diag(λt,1, . . . , λt,p)(1−Ht)

tr + (BtQBtrt )

and we can calculate {ai}pi=1 and Pt in terms of
{λt,i, δt,i}pi=1 and Q.
The decoder is Ỹt = K̃t + CX̂t, where {X̂t : t ∈ N} is
obtained from the modified Kalman filter as follows.

X̂t+1 = AX̂t +AΣt(E
tr
t HtEtC)trM−1t (Ỹt − CX̂t), X̂0 = x̄0

Σt+1 = AΣtA
tr −AΣt(E

tr
t HtEtC)trM−1t (Etrt HtEtC)ΣtA

+BBtrt , Σ0 = Σ̄0

where

Mt = Etrt HtEtCΣt(E
tr
t HtEtC)tr

+ Etrt HtEtGG
tr(Etrt HtEt)

tr + Etrt BtQBtrt Et.

Infinite Horizon. As t→∞, under the assumption that the
linear system is stabilizable and detectable, we have

Σ∞ = AΣ∞A
tr

−AΣ∞(Etr∞H∞E∞C)trM−1∞ (Etr∞H∞E∞C)Σ∞A

+BBtr∞

where

M∞ = Etr∞H∞E∞CΣ∞(Etr∞H∞E∞C)tr

+ Etr∞H∞E∞GG
tr(Etr∞H∞E∞)tr + Etr∞B∞QBtr∞Et

and E∞ is the unitary matrix that diagonalizes Λ∞ by

E∞Λ∞E
tr
∞ = diag(λ∞,1, . . . , λt,p).

Also,

δ∞,i ,

{
ξ∞ if ξ∞ ≤ λ∞,i
λ∞,i if ξ∞ > λ∞,i

, i = 1, . . . , p

satisfying
∑p
i=1 δ∞,i = D. Define ∆∞

4
=

diag(δ∞,1, . . . , δ∞,p).
Finally, we show matching of the source to the channel.

Rna(D)
4
= lim
t→∞

1

n+ 1
Rna0,n(D)

= lim
n→∞

1

2

1

n+ 1

n∑
t=0

p∑
i=1

log
(λt,i
δt,i

)
=

1

2

p∑
i=1

log
(λ∞,i
δ∞,i

)
=

1

2
log
|Λ∞|
|∆∞|

=
1

2
log(1 +

P

Q
) = C(P ).

Thus, for a given (D,P ), C(P ) = Rna(D) is the
minimum capacity under which there exists a realizable
filter for the data reproduction of {Yt : t ∈ N} by
{Ỹt : t ∈ N} ensuring an average distortion equal to
D. This is precisely the so-called source-channel matching
with symbol-by-symbol transmission.
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