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Adaptive and quasi-sliding control of shimmy in landing gears

Daniel A. Burbano-L', Marco Coraggio?, Mario di Bernardo?, Franco Garofalo® and Michele Pugliese?

Abstract— Shimmy is a dangerous phenomenon that occurs
when aircraft’s nose landing gears oscillate in a rapid and
uncontrollable fashion. In this paper, we propose the use of
two nonlinear control approaches (zero average control and
model reference adaptive control based on minimal control
synthesis) as simple yet effective strategies to suppress undesired
oscillations, even in the presence of uncertainties and partial
state measurements. Numerical results are presented to validate
the proposed control approaches.

I. INTRODUCTION

When taking-off, landing or taxiing, any airplane might
experience vibrations due to unstable oscillation of the
nose landing gear (NLG). This phenomenon, also known as
shimmy, is often unpredictable with consequences ranging
from annoying vibrations to serious damage or even collapse
of the airplane [1]. Shimmy is not an exclusive problem
in aeronautics; in fact, motorcycles and cars also display a
similar issue which is often termed as wobble [2].

The study of shimmy can be traced back to the early
20’s when the first tires were manufactured [3]. Since then,
many mathematical models have been proposed aiming at
replicating these oscillations and uncovering the main causes
for their emergence (see [1], [3], [4] and references therein
for a detailed list of shimmy models). One of the main
causes of shimmy is the interaction of the tire with the
road. As a matter of fact, the presence of a lateral force
on the tire produces a side slip angle, and thus rotations
of the NLG. This in turn produces further lateral forces
on the tire, thus creating a repetitive (positive-feedback)
loop that causes oscillations. Recently, it has also been
shown that shimmy can be caused by other nonlinear effects
such as friction [5], free-play, and gyroscopic forces [6].
Therefore, designing and implementing control approaches
for suppressing shimmy despite model uncertainties is of
great importance for reliability and safety of airplanes on the
ground. It is worth mentioning that shimmy control strategies
should guarantee fast convergence and most importantly
a small overshoot of approximately one degree at most.
The classic solutions to reduce shimmy are based on the
adoption of passive strategies, where the aim is to increase
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the NLG stiffness and damping constant by using different
construction materials or additional passive dampers, respec-
tively [7]. However, airplanes are subject to a plethora of
unexpected and dynamic disturbances like changing loads
and nonuniform tire-road interfaces; in addition, aircrafts
require frequent maintenance, making passive approaches
less effective and costly [8].

Moreover, recent developments in the aircraft industry
are aimed at implementing fly-by-wire strategy, replacing
mechanical and pneumatic actuators by electromechanical
devices [9]. In fact, novel steering architectures consider
electromechanical actuators where the gear rotation is con-
trolled by a brush-less motor located on the top of the turning
tube [10]. Within this context, the use of active control
solutions for suppressing shimmy can be easily implemented
[11]. Indeed, in the last decade, different active control
strategies for shimmy have been proposed. For instance, in
[12], a feedback linearization approach based on full state
measurements has been shown to be effective in suppressing
the oscillations; however, nonlinearities in the model are
assumed to be perfectly known. This approach was later
extended in [7] to the case where the nonlinear functions are
unknown and they are estimated using adaptive strategies
and fuzzy logic theory. More recently, in [13], a robust
model predictive control was designed for a linearized model
of an NLG. Differently, in [8], a nonlinear optimal control
was presented based on the use of state-dependent Riccati
equations; furthermore, a switching action in the controller
was added to better stabilize the closed-loop system. Finally,
a simpler PID controller is utilized in [14], where the
control gains are designed using a decline population swarm
optimization technique.

Previous control approaches either consider linearized
models and assume full state measurements to be available or
adopt very complex and sophisticated control solutions [7],
[8], [13], [14]. In contrast, in this paper we only use partial
state measurements and we also test the controllers in the
case that the nonlinear terms in the model are uncertain. In
particular, we propose the use of either a model reference
adaptive control (MRAC) with minimal control synthesis
(MCS) [15], or a zero-average dynamics (ZAD) control [16].
To reconstruct the inaccessible states, and hence close the
loop, we make use of a classic Luenberger observer which is
designed under the assumption that the vector field is QUAD
[17] rather than Lipschitz continuous (as is usually done in
this type of problem). We show that the QUAD condition
provides less conservative results, so that lower values of the
control gains can be chosen, thus avoiding large overshoots
in the closed-loop system.
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Fig. 1. Simplified model of an NLG: (a) side and (b) top views.
TABLE I
NLG PARAMETERS

Parameter Symbol  Value Unit

velocity v [0,80] m/s

half contact length a 0.1 m

caster length e 0.1 m

moment of inertia I 1 kg-m?

vertical force F, 9000 N

torsional spring rate c —100000  N-m/rad

side force derivative CFa 20 1/rad

moment derivative CM.a -2 m/rad

torsional damping constant k —-10 N-m/rad/s

tread width moment constant K -270 N-m?/rad

relaxation length oc=3a 03 m

II. PROBLEM STATEMENT

A. Nose landing gear model

We consider a simplified model of a single wheeled
aircraft’s nose landing gear (NLG) with an electromechanical
actuator (see Figure 1), which is described by the third order
nonlinear differential equation given by [18]

Ly (1) = Mx(y (1), (1) + Mr(a(t), y(2)) + 2(1), (1)
oa(t) =V (y(t) - )+ (e—a)y(), 2)

where y(7) [rad] and () [rad] are the state variables denot-
ing the yaw and slip angles respectively, I, is the moment
of inertia about the z-axis, V is the wheel forward velocity,
e is the wheel caster length, a is the half contact length of
the tire on the ground, and o is the relaxation length of tire
deflection. The torque Mn(w (1), ¥ (2)) := cy () + k() is
the sum of a linear elastic torque provided by the turning
tube, with constant torsional rate ¢, and a linear damping
term, with coefficient k, that models viscous frictions coming
from the shock absorber on the bearing of the oil-pneumatic
and the shimmy damper. An external torque, T(¢) := u(t) +
{(¢), models the action u(z) exerted by the control input
and some disturbance §(¢). For what concerns the values of
the parameters, we use those reported in Table I, as in [18].
Moreover, Mt(c(t),y(t)) := Mp(r) + Mg () represents the
tire moments originated from tire damping and deformations.
Specifically, Mp (V) := (x/V)y(t) is the damping term
with coefficient k, whereas Mg () describes the interaction
between the tire and the ground. This interaction is highly
nonlinear and is due to lateral tire deformations caused by
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Fig. 2. Approximating functions for M. () (a) and F,(cr) (b). Black and
blue lines represent the piece-wise and smooth approximations, respectively.

side slip; it is given by
Mc(a) = M;(a) —eFy(at), 3)

where M (o) and Fy (o) are nonlinear functions representing
the aligning torque about the tire’s center and the tire side
force, respectively. In particular, we consider two different
pairs of functions approximating M- (a) and Fy(ct). The first
one is a piece-wise smooth approximation:

Oy . o .
Feya—sin( = |, if || < o
T (04

Mz,l ((X) = g ) (4)
0, otherwise
craF,
(o) = =57 (ja+ 8|~ |a—3)). 5)

where oy = 107/180 and 6 = 57/180. The second one is a
smooth approximation:

20000
M (@) = cM,anYMm, (6)
2000
Foa(Q) = cp o Foyp —t 7
v (o) = cralF;Yr ) (7)

where oy =37/180, yy = 0.1¢ /7, 0 = 30, and Yr =
0.085. The functions M, ;(a), M.»(), Fy (@), and Fy (o)
are shown in Figure 2.

The NLG dynamics can be written in compact form as

x(t) = Ax(t) +£(x) + Bu(t) + BE(r),  x(0) = xo,

vio—ext, c=| g o] ®

where x = [y V¥ OC]T, y is the output, f(x) :=
[0 Mg(a)/I, 0]",B:=[0 1/1, 0]", and

0 1 0
A= c/I. (k/L)+(x/(LV)) 0 )
V/o (e—a)/o -V/o

Note that we only consider the yaw angle y and its velocity
Y as the available outputs. In fact, ¥ can be measured using
a RVDT (Rotary Variable Differential Transformer) sensor
on the NLG, while the velocity  can be easily obtained
from y or using a dedicated sensor [7]. Moreover, the state
variable « is related to the lateral displacement of the tire,
and, as a consequence, it is much more cumbersome to
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Fig. 3. Bifurcation diagrams varying the velocity V with the nonlinear
function f(x) being: (a, b) non-smooth, (c, d) smooth. ¥ (a, ¢) and &
(b, d) represent the minimum and maximum amplitude of the steady state
trajectory for y and «, respectively.

design appropriate sensors to accurately measure this vari-
able [7]. Therefore, the challenge is to design an appropriate
observer for reconstructing this missing state, together with
robust controllers that suppress undesired oscillations, while
guaranteeing fast convergence and overshoots lower than 1°.

B. Open-loop dynamics: bifurcation diagrams

To illustrate the control problem, we start by showing the
NLG dynamics in the absence of control (u(¢) = 0). More
specifically, we describe how using either of the two different
approximations for the nonlinear forces M, and M, affects
the system dynamics. To that aim, we compute bifurcation
diagrams of system (8) for both approximations. Indeed,
bifurcation diagrams are an important tool for analysis of
nonlinear systems and have been recently used for study-
ing shimmy behavior [6]. We select the forward velocity
V as bifurcation parameter, as increasing or decreasing it
corresponds to the common scenarios of taking off, landing
or taxiing. We choose to vary the velocity in the interval
[0,80] m/s—common in small planes—using unitary steps.
For each value of the forward velocity, we plot the min-
imum and maximum amplitudes ¥ and & of the steady
state response for the states y and o, respectively (see
Figure 3). Note that, for both the piece-wise smooth and
the smooth approximation, we observe the system undergo
a Hopf bifurcation at V =20 and V = 16.5, respectively.
This suggests that different approximations of the nonlinear
moment Mp shift the bifurcation point. Hence, designing
robust control strategies that can cope with uncertainty on
the nonlinear forces M; and M, is crucial, given that in
real world scenarios these moments are not known exactly
or their parameters might change over time. Moreover, the
peak oscillation amplitude  is found to be 26.4 for both
approximations, and is reached when V =30 and V =46.5,

respectively. As for the frequency of the oscillations, in both
cases it is approximately 50 Hz.

III. CONTROLLING SHIMMY

We employ two different control strategies for attenuat-
ing shimmy vibrations: namely, a Zero Average Dynamics
(ZAD) control [16] and a model reference control based
on Minimal Control Synthesis (MCS) [15]. These control
strategies require full knowledge of the state variables;
however, we only have access to the output y(¢). Hence,
first we need to design an observer for reconstructing the
missing states.

A. Observer design
Consider the classic Luenberger observer given by

%(t) = AX(1) +Bu(r) +£(&(t)) — L(CK(r) — y(1)).

The pressing challenge is to design appropriately the matrix
L that guarantees %(r) — x(t) as t — c. To that aim we
define the observation error e(f) := () —x(¢) and present
the following result.

Proposition 1: Observer (10) asymptotically reconstructs
the states of system (8), that is, limy_.|le(r)|| = 0, if the
following conditions are fulfilled:

(10)

(1) there exist a nonzero constant p and a symmetric
positive definite matrix P such that (v; —v2)TP(f(vy) —
f(Vz)) < p(Vl —Vz)T(Vl —V2),V v,V €QC R3,

(i1) there exist a generic matrix L and a symmetric positive
definite matrix Q such that P(A —LC)+ (A —LC)™P =
-Q,

(iii) Amin(Q) > p-

Proof: The proof follows from choosing V = eTPe as
candidate Lyapunov function [19], yielding V < —eTQe +
e'P(f(X) — f(x)). Then, V < 0 if the three conditions are
fulfilled, which completes the proof. [ ]

Remark 2: We wish to highlight two facts. Firstly, con-

dition (i) is known as QUAD (quadratic) condition and it
has been widely used for proving convergence in complex
networks [17] (the special case when P =1, is also known
as ome-sided Lipschitz continuity condition [20], [21]). In
fact, several nonlinear possibly chaotic systems satisfy this
condition [17]. Moreover, condition (ii) is standard within
the context of observer design [19], [21], and can be easily
solved by using standard optimization software. Secondly,
one of the main issues when designing Luenberger observers
for nonlinear systems are the restrictive synthesis conditions
based on Lipschitz continuity of the vector-fields [19]. In
fact, for some systems, this condition might not be fulfilled
or the Lipschitz constant might be excessively large, yielding
to overly conservative results [22]. Indeed, as we show
below, the high value of the Lipschitz constant for the NLG
model considered here yields a matrix L. with large entries.
Although convergence is guaranteed, performance is not,
since high gains (entries of L) would cause overshoots larger
than 1°. On the other hand, the QUAD condition is more
general than the Lipschitz condition [17] (i.e. a wider class
of nonlinear systems satisfy it), and most importantly it



provides less conservative results. As a matter of fact, any
contracting vector field or system with bounded Jacobian is
QUAD [17].

Next, we use Proposition 1 to find the matrix L. Thus, we
first start by noticing that the nonlinear function f(x) given
by either (4)-(5) or (6)-(7) has bounded Jacobian. For the
sake of simplicity, we only consider the piece-wise linear
function (4)-(5), whose Jacobian matrix Df is given by

00 O
Df=| 0 0O Dfys |,
00 O
where
mycos(am/ag) —my, if || <8
Dfr3 = { mycos(arm/ o), if || > 6 and |a| < o,
0, otherwise
with m; = Feyq and my = ecpqf;. Next, we
define g(0) := f(va + 0(vi — v2)), for 6 € [0,1].
From the fundamental theorem of calculus, one has

f(vi) — f(v2) = g(1) — g(0) = J; (dg(6)/d6)do =
[Jo DE(v2+6(vi —v2))d6](v; — v2). Thus, we have that
[£(v1) — £(v2)]] < suppeio ) [DEV2 +O(vi —v2)) | v — vall,
and from the fact that supgcp ) |[DE(v2+6(vi—v2))| <
IDf23] = |m cos(om/atg) —my|, we have ||f(vi) —f(v2)[| <
L¢||vi —v2||, with Ly = 36000 being the Lipschitz constant.
This quantity is excessively large, and using the classic
approach would lead to very conservative results [22].
Therefore, we consider the less restrictive QUAD condition
instead. Indeed, the function f satisfies the QUAD condition
by setting p = Ly and P = Iy [17]. However, to find the
lowest value of p, we need to find the optimal matrices P
and L such that condition (i) and (ii) are fulfilled. To do so,
we rewrite these two conditions as a constrained nonlinear
multivariate optimization problem, that is, miny, v, pr{p}
s.t. (i) and (ii)) hold. We solve it using the Matlab’s
Optimization Toolbox, and we find that p = 27.86,

0.6995 0 —0.004 21 —141
P= 0 0.001 0 , L= 0.12 14705 |,

—0.004 0 3 267 —0.18
and Q = diag{29.437,29.437,1624.266}. Note that both

P and Q are symmetric and positive definite. Moreover,
Amin (Q) = 29.437; hence, the third condition (iii) Amin(Q) >
27.8644 of Proposition 1 is fulfilled and the synthesis of the
observer is complete.

B. Zero Average Dynamics (ZAD)

The ZAD controller is a quasi-sliding technique, where the
goal is forcing the switching function to be zero on average
over a finite period of time. This strategy was originally
developed for controlling DC-DC power converters in [16];
however, it has been also recently used for controlling gene
expression in synthetic biology [23]. This strategy has been
shown to provide low regulation error and most importantly
fixed switching frequency. In fact, when compared with
traditional sliding control, where there is typically an infinite

number of commutations (thus inducing chattering), ZAD
control guarantees a finite number of switches over a finite
period of time. Specifically, we consider the control input
u(t) to be given by a centered PWM of the form

W, ifkT <t <kT+d;/2

—u, fkT+d/2<t<(k+1)T—dy/2, (11)
u, if (k+O)T—d/2<t<(k+1)T

u(t) =

where T is the switching period, k € {0,1,2,...,m}, with
m being the number of samples, i > 0, and dj, is the duty
cycle (i.e. the time that the switch remains ON). We choose
the sliding surface to be a combination of a proportional and
a derivative term, i.e. S(y(t), y(z)) := w(t) — ks (), with
ks > 0 [24]. Then, the main design problem is to find the
duty cycle d; such that

(k+1)T

)
/S(l//,l[/)dtzO, Vo oke{1,2,...m}.  (12)
kT

As pointed out in [24], solving this transcendental equation
for each time interval demands high computation cost. There-
fore, using a linear approximation of the sliding surface and
solving for the variable dj yields a simple expression for
the duty cycle and its normalization d. := d;/T (for further
details about this approximation, see [24] and references
therein):

_ 2S(kT)+ TS (kT) (13)
= SKT) =S (kT
where S;(kT) and Sy(kT) are given by
$1(KT) = ST )=y = (W(KT ) + ks W (kT ) fu=ye, ~ (14)
$2(kT) = S(KT ) |u=—p = (Y (KT) + ks W (KT))|u=p-  (15)

Note that, in order to find $;(kT) and Sp(kT), we need the
knowledge of a(kT); instead, we will use the estimation
0(kT) provided by the observer.

C. Minimal Control Synthesis (MCS)

Minimal Control Synthesis (MCS) is a strategy used to
determine the control gains of a classical Model-Reference
Adaptive Controller (MRAC) [15]. The aim is that of making
the plant, typically assumed to be in controllable canonical
form, track asymptotically the output, y,,, of some linear
reference model described by the matrices Ap,, By, Cp, so
as to make the error ey := Yy, —y asymptotically null. To
this aim, the control input is selected as u(r) = —K(#)x(¢),
where

K(t) =kp (w(t)x" (1)) + ki (/Ot w(r)xT(r)d1> . (16)

with kp and k; being constants, w(t) := Bl Pey(t) and P
being a symmetric positive definite matrix that verifies the
Lyapunov equation PA,, +ATP = —Q, with Q > 0. Here, we
present an empirical implementation of the MCS on the NLG
model in equations (8) by selecting A, = A, B, =B, C, =
C, kp = 10%, k; = 10*, and P = I5. Note that all nonlinear
terms in model (8) are assumed as nonlinear disturbances
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Fig. 4. Time trajectories of disturbance { (a, b), velocity V (c, d) and
wheel angle y (e, f) in the cases of Test 1 (a, ¢, e) and Test 2 (b, d, f).

acting on the linear terms of the plant. As in the case of the
ZAD controller, again here the observer is needed to estimate
the whole state vector required to compute the control action

u(r).
IV. NUMERICAL RESULTS

In this section, we test the two control strategies described
in the previous one. In particular, we consider two different
tests that have been widely used in the literature for evalu-
ating the performance of shimmy control techniques [7].

o Test 1: Tire damage. In this case, we assume a constant
speed V = 80 with zero initial conditions. Then, for
0.2 <t <0.3, an impulse function acting as a distur-
bance torque in (8) is present, that is, {(z) = 1000 nM,
as shown in Figure 4(a).

o Test 2: Taxiing on non-uniform road. In this scenario,
the aircraft is taxiing with increasing velocity, that is
the velocity varies according to the ramp depicted in
Figure 4(d), while the disturbance {(¢) is given by the
function shown in Figure 4(b), which simulates potholes
on the road. Note that the velocity range adopted here
is similar to that explored in the bifurcation diagrams of
Figure 1, where it has been shown that shimmy occurs
for velocities grater than 20 m/s.

To further test the robustness of the control strategies, we add

uncertainty to the nonlinear function f(x) by using the piece-
wise smooth approximation (4)-(5) for the NLG model, while
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Fig. 5. Time response of the NLG under impulsive disturbance, controlled
by (a) ZAD strategy and (b) MCS. In the top, middle and bottom panels,
y (1), a(t), and d(¢) (or u(r)) are shown respectively. The red dashed line
represents the estimation ¢&(r) made by the observer, whereas the solid line
line is a(r).

the smooth approximation (6)-(7) is used for the observer and
the controllers. For the sake of comparison, we first present
the open-loop responses of the NLG in Tests 1 and 2, in
Figures 4(e) and 4(f), respectively. Note that in both cases
oscillations with large amplitude are present.

A. Test 1: Tire damage

We first test the ZAD controller in the case of constant
speed and impulsive disturbance. In particular, we set the
sampling period T = 1073, the constant ks = 0.5, the control
gain 1 = 1000 and zero initial conditions. The time response
of the closed-loop systems is shown in Figure 5(a), where
it is evident that the yaw angle y is driven to zero and the
maximum overshoot is less than one degree. Furthermore, the
normalized duty cycle d. converges to a constant value and
hence the control action exhibits fixed switching frequency.

Next, we perform Test 1 for the NLG controlled by MCS.
The time trajectories are shown in Figure 5(b), which shows
that the controller is able to suppress the undesired oscilla-
tions despite the presence of uncertain nonlinear terms, while
guaranteeing boundedness of the adaptive control action.

B. Test 2: Taxiing on non-uniform road

The time response of the NLG controlled by ZAD and
MCS is shown in Figures 6(a) and 6(b), respectively. Note
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Fig. 6. Time response of the NLG for time-varying velocity and non-

uniform road, controlled by (a) ZAD strategy and (b) MCS. In the top,
middle and bottom panels, y(z), o(t), and dc(¢) (or u(t)) are shown
respectively.

that even in this case, where there are multiple perturbations
(due to the potholes), the controllers are able to effectively
suppress shimmy.

V. CONCLUSIONS

We have proposed the use of ZAD and MCS control
approaches for suppressing shimmy in a NLG with uncertain
non-linearities and partial state measurements. In so doing,
we adopted less conservative conditions for designing ob-
servers with nonlinear terms, so that large overshoots can
be avoided. Using numerical simulations, we showed the
effectiveness of the proposed control strategies under two
representative scenarios. Future work is needed to develop
stability analysis of the closed-loop systems, together with an
accurate performance assessment of both control techniques.
In addition, the control approaches can be also tested using
more realistic NLG models as those considered in [6].
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