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#### Abstract

We consider the stochastic generalized Nash equilibrium problem (SGNEP) with joint feasibility constraints and expected-value cost functions. We propose a distributed stochastic projected reflected gradient algorithm and show its almost sure convergence when the pseudogradient mapping is monotone and the solution is unique. The algorithm is based on monotone operator splitting methods tailored for SGNEPs when the expected-value pseudogradient mapping is approximated at each iteration via an increasing number of samples of the random variable. Finally, we show that a preconditioned variant of our proposed algorithm has convergence guarantes when the pseudogradient mapping is cocoercive.


## I. Introduction

Stochastic generalized Nash equilibrium problems (SGNEPs) have received some attention from the system and control community [1], [2], [3]. In a SGNEP, a set of agents interacts with the aim of minimizing their expected-value cost functions while subject to some joint feasibility constraints. Moreover, both the cost function and the constraints depend on the strategies of the other agents. SGNEPs arise when there is some uncertainty, modeled via a random variable with an unknown distribution. The interest on the topic is related to their possible applications in networked Cournot game with market capacity constraints and uncertain demand [4] as transportation systems, where the drivers perception of travel time is uncertain [5], and electricity markets where companies schedule their production without knowing the demand [6].

When the random variable is known, the expected-value formulation can be solved via a standard technique for deterministic GNEPs [7], [8]. In fact, one possible approach is to recast the problem as a stochastic variational inequality (SVI) through the use of the Karush-Kuhn-Tucker conditions. Then, the problem can be rewritten as a monotone inclusion and solved via operator splitting techniques. The difficulty in the stochastic case is that the pseudogradient is usually not directly accessible, for instance because the expected value is hard to compute. For this reason, in many situations, the search for a solution of a SVI relies on samples of the random variable. One of the most used approximation schemes in the literature is the stochastic approximation (SA). In this case, the approximation is done by using only one (or a finite number of) realization of the random variable. SA was first presented in [9], it is not computationally expensive

[^0]even if sometimes it requires strong assumptions on the pseudogradient mapping and on the parameters [1], [10].

Depending on the monotonicity assumptions on the pseudogradient mapping or the affordable computational complexity, there are different algorithms that can be used to find a SGNE. Among others, one can consider the stochastic preconditioned forward-backward ( SpFB ) algorithm [3] which is guaranteed to converge under cocoercivity of the pseudogradient and by demanding one projection step per iteration. However, cocoercivity is not the weakest possible assumption, hence one would like to have an algorithm that converges under mere monotonicity. Under this assumption, the stochastic forward-backward-forward (SFBF) algorithm involves only one projection step per iteration but two costly evaluation of the pseudogradient mapping [11]. Another alternative is the stochastic extragradient (SEG) algorithm whose iterates are characterized by two projection steps and two evaluation of the pseudogradient mapping [12], [13]. To summarize, having weaker assumptions comes at the price of implementing computationally expensive algorithms.

In this paper, we propose two special instances of the stochastic projected reflected gradient (SPRG) algorithm for SGNEPs. The SPRG involves only one projection step and one evaluation of the pseudogradient, computed in the reflection of the second-last iterate on the last one, i.e., it uses the previous two iterates for the updates. Specifically, our contributions are the following.

- We exploit two splitting techniques to obtain two distributed algorithms, with and without preconditioning, that are instances of the SPRG scheme.
- We prove convergence of the first algorithm to a SGNE if the pseudogradient mapping is monotone and the solution is unique (Section V), differently from [13] where it is assumed to be monotone and "weak sharp".
- The weak sharpness property, discussed in Section IV is hard to check on the problem data but it is guaranteed to hold on a cocoercive operator. Therefore, we prove convergence of the second, preconditioned algorithm when the pseudogradient mapping is cocoercive (Section VI).
We note that PRG was first presented for deterministic VI in [14] and for SVI in [10], [13]. Nevertheless, this is the first time that it is designed for SGNEPs, i.e. a nontrivial instance of SVI with coupling constraints between the agents. Remarkably, under uniqueness of the solution, our algorithm has convergence guarantees also for merely monotone pseudogradient mappings. This is a significant advantage compared to the SpFB which may not converge
in that case.
Notation and preliminaries: We use the same notation as [3], [15], [16] and we recall that for all $x, y \in C$, a mapping $F: C \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is [15], [16]: pseudomonotone if $(x-$ $y)^{T} F(y) \geq 0 \Rightarrow(x-y)^{T} F(x) \geq 0$; monotone if $(F(x)-$ $F(y))^{T}(x-y) \geq 0 ;$ maximally monotone if there exists no monotone operator $G: C \rightarrow \mathbb{R}^{n}$ such that the graph of $G$ properly contains the graph of $F ; \beta$-cocoercive if for $\beta>0$ $(F(x)-F(y))^{T}(x-y) \geq \beta\|F(x)-F(y)\|^{2} ;$ L-Lipschitz continuous if for $L>0\|F(x)-F(y)\| \leq L\|x-y\|$.


## II. Stochastic generalized Nash equilibrium

 PROBLEMWe consider a set of agents $\mathcal{I}=\{1, \ldots, N\}$, each of them choosing its decision variable $x_{i} \in \mathbb{R}^{n_{i}}$ from its local decision set $\Omega_{i} \subseteq \mathbb{R}^{n_{i}}$. The aim of each agent is to minimize its local cost function $\mathbb{J}_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined as

$$
\mathbb{J}_{i}\left(x_{i}, \boldsymbol{x}_{-i}\right):=\mathbb{E}_{\xi}\left[J_{i}\left(x_{i}, \boldsymbol{x}_{-i}, \xi(\omega)\right)\right]
$$

for some measurable function $J_{i}: \mathbb{R}^{n} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $n=\sum_{i=1}^{N} n_{i}$. We note that the cost function depends on the local variable $x_{i}$, on the decisions of the other agents $\boldsymbol{x}_{-i}=\operatorname{col}\left(\left(x_{j}\right)_{j \neq i}\right)$ and on the random variable $\xi: \Xi \rightarrow \mathbb{R}^{d}$ which expresses the uncertainty in the cost function. Given the associated probability space $(\Xi, \mathcal{F}, \mathbb{P}), \mathbb{E}_{\xi}$ represents the mathematical expectation with respect to the distribution of \&1. We assume that $\mathbb{E}\left[J_{i}(\boldsymbol{x}, \xi)\right]$ is well defined for all the feasible $\boldsymbol{x}=\operatorname{col}\left(x_{1}, \ldots, x_{N}\right)$.

The cost function should satisfy some assumptions, postulated next, to make our analysis possible. Such assumptions are standard for (stochastic) Nash equilibrium problems [17].

Assumption 1: For each $i \in \mathcal{I}$ and $\boldsymbol{x}_{-i} \in \mathcal{X}_{-i} \mathbb{J}_{i}\left(\cdot, \boldsymbol{x}_{-i}\right)$ is convex and continuously differentiable.
For each $i \in \mathcal{I}$ and $\xi \in \Xi, J_{i}\left(\cdot, \boldsymbol{x}_{-i}, \xi\right)$ is convex, Lipschitz continuous and continuously differentiable. For each $\boldsymbol{x}_{-i}$, $J_{i}\left(x_{i}, \boldsymbol{x}_{-i}, \cdot\right)$ is measurable and Lipschitz continuous with constant $\ell_{i}\left(\boldsymbol{x}_{-i}, \xi\right)$, integrable in $\xi$.

Since we consider a SGNEP, we introduce affine shared constraints of the form $A \boldsymbol{x} \leq b$, where $A=\left[A_{1}, \ldots, A_{N}\right] \in$ $\mathbb{R}^{m \times n}, A_{i} \in \mathbb{R}^{m \times n_{i}}$ indicates how agent $i$ is involved in the coupling constraints and $b \in \mathbb{R}^{m}$. Thus, we denote each agent $i \in \mathcal{I}$ feasible decision set with the set-valued mapping

$$
\begin{equation*}
\mathcal{X}_{i}\left(\boldsymbol{x}_{-i}\right):=\left\{y_{i} \in \Omega_{i} \mid A_{i} y_{i} \leq b-\sum_{j \neq i}^{N} A_{j} x_{j}\right\} \tag{1}
\end{equation*}
$$

and the collective feasible set as

$$
\begin{equation*}
\mathcal{X}=\boldsymbol{\Omega} \cap\left\{\boldsymbol{y} \in \mathbb{R}^{n} \mid A \boldsymbol{y}-b \leq \mathbf{0}_{m}\right\} \tag{2}
\end{equation*}
$$

where $\boldsymbol{\Omega}=\prod_{i=1}^{N} \Omega_{i}$. We suppose that there is no uncertainty in the constraints. Standard assumptions for the constraints sets are postulated next [18].

Assumption 2: For each $i \in \mathcal{I}, \Omega_{i}$ is nonempty, compact and convex. $\mathcal{X}$ satisfies Slater's constraint qualification.

The aim of each agent $i$, given the decision variables of the other agents $\boldsymbol{x}_{-i}$, is to choose a decision $x_{i}$, that solves its local optimization problem, i.e.,

$$
\forall i \in \mathcal{I}: \quad\left\{\begin{array}{cl}
\min _{x_{i} \in \Omega_{i}} & \mathbb{J}_{i}\left(x_{i}, \boldsymbol{x}_{-i}\right)  \tag{3}\\
\text { s.t. } & A_{i} x_{i} \leq b-\sum_{j \neq i}^{N} A_{j} x_{j}
\end{array}\right.
$$

[^1]From a game-theoretic perspective, we aim at computing a stochastic generalized Nash equilibrium (SGNE) [17].

Definition 1: A collective variable $\boldsymbol{x}^{*} \in \mathcal{X}$ is a stochastic generalized Nash equilibrium if, for all $i \in \mathcal{I}$ :

$$
\mathbb{J}_{i}\left(x_{i}^{*}, \boldsymbol{x}_{-i}^{*}\right) \leq \inf \left\{\mathbb{J}_{i}\left(y, \boldsymbol{x}_{-i}^{*}\right) \mid y \in \mathcal{X}_{i}\left(\boldsymbol{x}_{-i}^{*}\right)\right\}
$$

When Assumptions 1 2 hold, existence of a SGNE of the game in (3) is guaranteed by [17, §3.1].

Among all the possible Nash equilibria, we focus on those that are also solutions of an associated (stochastic) variational inequality. First let us define the pseudogradient mapping as

$$
\begin{equation*}
\mathbb{F}(\boldsymbol{x})=\operatorname{col}\left(\mathbb{E}\left[\nabla_{x_{i}} J_{i}\left(x_{i}, \boldsymbol{x}_{-i}, \xi_{i}\right)\right]_{i \in \mathcal{I}}\right) \tag{4}
\end{equation*}
$$

where the exchange between the expected value and the gradient is possible because of Assumption 1 [17, Lem. 3.4]. Then, the stochastic variational inequality $\operatorname{SVI}(\mathcal{X}, \mathbb{F})$ is the problem of finding $\boldsymbol{x}^{*} \in \mathcal{X}$ such that

$$
\begin{equation*}
\left\langle\mathbb{F}\left(\boldsymbol{x}^{*}\right), \boldsymbol{x}-\boldsymbol{x}^{*}\right\rangle \geq 0, \text { for all } \boldsymbol{x} \in \mathcal{X} \tag{5}
\end{equation*}
$$

with $\mathbb{F}(\boldsymbol{x})$ as in (4) and $\mathcal{X}$ as in (1). We also note that any solution of $\operatorname{SVI}(\mathcal{X}, \mathbb{F})$ is a $\operatorname{SGNE}$ of the game in (3) while the opposite does not hold in general.

Remark 1: Under Assumptions [1|2 the solution set of $\operatorname{SVI}(\mathcal{X}, \mathbb{F})$ is non empty and compact, i.e. $\operatorname{SOL}(\mathcal{X}, \mathbb{F}) \neq \varnothing$ [16, Corollary 2.2.5].

## A. Operator-theoretic characterization

In this section, we rewrite the SGNEP as a monotone inclusion, i.e., the problem of finding a zero of a set-valued monotone operator. To this aim, we characterize the SGNE of the game in terms of the Karush-Kuhn-Tucker (KKT) conditions for the coupled optimization problems in (3). Let us denote with $\lambda_{i} \in \mathbb{R}_{\geq 0}^{m}$ the dual variable associated with the coupling constraints. Then, the associated KKT optimality conditions reads as [16]

$$
\forall i \in \mathcal{I}:\left\{\begin{array}{l}
0 \in \mathbb{E}\left[\nabla_{x_{i}} J_{i}\left(x_{i}^{*}, \boldsymbol{x}_{-i}^{*}, \xi\right)\right]+\mathrm{N}_{\Omega_{i}}\left(x_{i}^{*}\right)+A_{i}^{\top} \lambda_{i}  \tag{6}\\
0 \in-\left(A \boldsymbol{x}^{*}-b\right)+\mathrm{N}_{\mathbb{R}_{\geq 0}^{m}}^{m}\left(\lambda^{*}\right)
\end{array}\right.
$$

From [18, Th. 3.1], it follows that $\boldsymbol{x}^{*}$ is a solution of the SGNEP if the KKT conditions hold with $\lambda_{1}=\lambda_{2}=\cdots=$ $\lambda_{N}=\lambda^{*}$, i.e., $\boldsymbol{x}^{*}$ is a solution of $\operatorname{SVI}(\mathcal{X}, \mathbb{F})$ in (5). In words, [18, Th. 3.1] says that variational equilibria are those such that the shared constraints have the same dual variable $\lambda^{*}$ for all the agents. We conclude this section writing the KKT conditions as

$$
0 \in \mathcal{T}(\boldsymbol{x}, \boldsymbol{\lambda}):=\left[\begin{array}{c}
\mathrm{N}_{\Omega}(\boldsymbol{x})+\mathbb{F}(\boldsymbol{x})+A^{\top} \boldsymbol{\lambda}  \tag{7}\\
\mathrm{N}_{\mathbb{R}_{\geq 0}^{m}}(\boldsymbol{\lambda})-(A \boldsymbol{x}-b)
\end{array}\right]
$$

where $\mathcal{T}: \mathcal{X} \times \mathbb{R}_{>0}^{m} \rightrightarrows \mathbb{R}^{n} \times \mathbb{R}^{m}$ is a set-valued mapping. This notation in helpful to obtain the algorithms and for the convergence analysis.

## B. Approximation scheme

Since the distribution of the random variable is unknown, we replace the expected value with an approximation. For the convergence analysis, we use the stochastic approximation (SA) scheme. We assume to have access to a pool of i.i.d. samples of the random variable collected, for all

```
Algorithm 1 Distributed stochastic projected reflected gra-
dient (SPRG)
Initialization: \(x_{i}^{0} \in \Omega_{i}, \lambda_{i}^{0} \in \mathbb{R}_{\geq 0}^{m}\), and \(z_{i}^{0} \in \mathbb{R}^{m}\).
Iteration \(k\) : Agent \(i\)
(1) Updates
\[
\begin{aligned}
& \tilde{x}_{i}^{k}=2 x_{i}^{k}-x_{i}^{k-1} \\
& \tilde{z}_{i}^{k}=2 z_{i}^{k}-z_{i}^{k-1} \\
& \tilde{\lambda}_{i}^{k}=2 \lambda_{i}^{k}-\lambda_{i}^{k-1}
\end{aligned}
\]
(2) Receives \(x_{j}^{k}, j \in \mathcal{N}_{i}^{J}\) and \(z_{j}^{k}, \lambda_{j}^{k}, j \in \mathcal{N}_{i}^{\lambda}\), then updates:
\[
x_{i}^{k+1}=\operatorname{proj}_{\Omega_{i}}\left[x_{i}^{k}-\alpha_{i}\left(F_{i}^{\mathrm{SA}}\left(\tilde{x}_{i}^{k}, \tilde{\boldsymbol{x}}_{\sim}^{k}, \xi_{i}^{k}\right)+A_{i}^{\top} \tilde{\lambda}_{i}^{k}\right)\right]
\]
\[
z_{i}^{k+1}=z_{i}^{k}-\nu_{i} \sum_{j \in \mathcal{N}_{i}^{\lambda}} w_{i, j}\left(\tilde{\lambda}_{i}^{k}-\tilde{\lambda}_{j}^{k}\right)
\]
\[
\lambda_{i}^{k+1}=\operatorname{proj}_{\mathbb{R}_{\geq 0}^{m}}\left\{\lambda_{i}^{k}+\tau_{i}\left(A_{i} \tilde{x}_{i}^{k}-b_{i}\right)\right.
\]
\[
\left.-\tau \sum_{j \in \mathcal{N}_{i}^{\lambda}} w_{i, j}\left[\left(\tilde{z}_{i}^{k}-\tilde{z}_{j}^{k}\right)-\left(\tilde{\lambda}_{i}^{k}-\tilde{\lambda}_{j}^{k}\right)\right]\right\}
\]
```

$k \in \mathbb{N}$ and for each agent $i \in \mathcal{I}$, in the vectors $\bar{\xi}_{i}^{k}=$ $\operatorname{col}\left(\xi_{i}^{(1)}, \ldots, \xi_{i}^{\left(N_{k}\right)}\right)$. At each time $k$, the approximation is

$$
\begin{equation*}
F_{i}^{\mathrm{SA}}\left(x_{i}^{k}, \boldsymbol{x}_{-i}^{k}, \bar{\xi}_{i}^{k}\right)=\frac{1}{N_{k}} \sum_{s=1}^{N_{k}} \nabla_{x_{i}} J_{i}\left(x_{i}^{k}, \boldsymbol{x}_{-i}^{k}, \xi_{i}^{(s)}\right) \tag{8}
\end{equation*}
$$

where $N_{k}$ is the batch size, i.e., the number of sample to be taken. We define the distance between the expected value and its approximation as

$$
\epsilon^{k}=F^{\mathrm{SA}}\left(\boldsymbol{x}^{k}, \boldsymbol{\xi}^{k}\right)-\mathbb{F}\left(\boldsymbol{x}^{k}\right),
$$

where $F^{\mathrm{SA}}(\boldsymbol{x}, \boldsymbol{\xi})=\operatorname{col}\left(F_{i}^{\mathrm{SA}}\left(\boldsymbol{x}, \bar{\xi}_{i}\right)\right)$ and $\boldsymbol{\xi}=$ $\operatorname{col}\left(\bar{\xi}_{1}, \ldots, \bar{\xi}_{n}\right)$. From now on, the superscript SA indicates that we use $F^{\text {SA }}$ as in (8). Let us introduce the filtration $\mathcal{F}=\left\{\mathcal{F}_{k}\right\}$, i.e., a family of $\sigma$-algebras such that $\mathcal{F}_{0}=\sigma\left(X_{0}\right)$, for all $k \geq 1, \mathcal{F}_{k}=\sigma\left(X_{0}, \xi_{1}, \xi_{2}, \ldots, \xi_{k}\right)$ and $\mathcal{F}_{k} \subseteq \mathcal{F}_{k+1}$ for all $k \geq 0$. The filtration $\mathcal{F}$ collects the informations that each agent has at the beginning of each iteration $k$. We note that the process $\epsilon_{k}$ is adapted to $\mathcal{F}_{k}$ and it satisfies the following assumption [11], [12].

Assumption 3: For al $k \geq 0, \mathbb{E}\left[\epsilon_{k} \mid \mathcal{F}_{k}\right]=0$ a.s..
Moreover, the stochastic error has a vanishing second moment that depends on the increasing number of samples $N_{k}$ taken at each iteration.

Assumption 4: There exist $c, k_{0}, a>0$ such that, for all $k \in \mathbb{N}, N_{k} \geq c\left(k+k_{0}\right)^{a+1}$. For all $k$ and $C>0$, the stochastic error is such that

$$
\begin{equation*}
\mathbb{E}\left[\left\|\epsilon^{k}\right\| \mid \mathcal{F}_{k}\right] \leq \frac{C \sigma^{2}}{N_{k}} \text { a.s.. } \tag{9}
\end{equation*}
$$

The bound for the stochastic error in (9) can be obtained as a consequence of some milder assumptions and it is called variance reduction; we refer to [12, Lem. 3.12], [3, Lem. 6] for more details. Concerning the batch size, Assumption 4 is standard in the SA literature [12, Eq. 11], [13, Eq. v-SPRG] since it implies that the sequence $\left(1 / N_{k}\right)_{k \in \mathbb{N}}$ is summable.

## III. Distributed stochastic projected reflected GRADIENT ALGORITHMS

In this section, we propose two distributed instances of a stochastic projected reflected gradient (SPRG) algorithm for finding a v-SGNE of the game in (3). The iterations are
$\overline{\text { Algorithm } 2}$ Distributed stochastic preconditioned projected reflected gradient (SpPRG)
Initialization: $x_{i}^{0} \in \Omega_{i}, \lambda_{i}^{0} \in \mathbb{R}_{\geq 0}^{m}$, and $z_{i}^{0} \in \mathbb{R}^{m}$.
Iteration $k$ : Agent $i$
(1) Updates

$$
\begin{aligned}
& \tilde{x}_{i}^{k}=2 x_{i}^{k}-x_{i}^{k-1} \\
& \tilde{\lambda}_{i}^{k}=2 \lambda_{i}^{k}-\lambda_{i}^{k-1}
\end{aligned}
$$

(2) Receives $\tilde{x}_{j}^{k}, j \in \mathcal{N}_{i}^{J}$ and $\lambda_{j}^{k}, j \in \mathcal{N}_{i}^{\lambda}$ then updates:

$$
\begin{aligned}
x_{i}^{k+1} & =\operatorname{proj}_{\Omega_{i}}\left[x_{i}^{k}-\alpha_{i}\left(F_{i}^{\mathrm{SA}}\left(\tilde{x}_{i}^{k}, \tilde{\boldsymbol{x}}_{-i}^{k}, \xi_{i}^{k}\right)-A_{i}^{\top} \lambda_{i}^{k}\right)\right] \\
z_{i}^{k+1} & =z_{i}^{k}+v_{i} \sum_{j \in \mathcal{N}_{i}^{\lambda}} w_{i, j}\left(\lambda_{i}^{k}-\lambda_{j}^{k}\right)
\end{aligned}
$$

(3) Receives $\tilde{x}_{j}^{k+1}, j \in \mathcal{N}_{i}^{J}, z_{j}^{k+1}, \tilde{\lambda}_{j}^{k}, j \in \mathcal{N}_{i}^{\lambda}$ then updates:

$$
\begin{aligned}
\lambda_{i}^{k+1} & =\operatorname{proj}_{\mathbb{R}_{+}^{m}}\left[\lambda_{i}^{k}+\sigma_{i}\left(A_{i}\left(2 x_{i}^{k+1}-x_{i}^{k}\right)-b_{i}\right)\right. \\
& +\sigma_{i} \sum_{j \in \mathcal{N}_{i}^{\lambda}} w_{i, j}\left(2\left(z_{i}^{k+1}-z_{j}^{k+1}\right)-\left(z_{i}^{k}-z_{j}^{k}\right)\right) \\
& \left.-\sigma_{i} \sum_{j \in \mathcal{N}_{i}^{\lambda}} w_{i, j}\left(\tilde{\lambda}_{i}^{k}-\tilde{\lambda}_{j}^{k}\right)\right]
\end{aligned}
$$

presented in Algorithms 1 and 2 and are inspired by [13], [14]. We note that in Algorithm 1 only one communication round is needed for the update of the local variables $x_{i}^{k}, z_{i}^{k}$ and $\lambda_{i}^{k}$ at each iteration $k$, while the preconditioned version requires an extra exchange of information before the update of the dual variable. However, in Algorithm 2 the reflection step is not done for the auxiliary variable. Since we want the algorithm to be distributed, we assume that each agent $i$ only knows its local data $\Omega_{i}, A_{i}$ and $b_{i}$. Moreover, each player is able to compute the approximation $F^{\mathrm{SA}}(\boldsymbol{x}, \boldsymbol{\xi})$ in (8) of $\mathbb{F}(\boldsymbol{x})$ in (4), given the collective decision $\boldsymbol{x}$. We assume that each agent has access to all the decision variables that affect its pseudogradient (full decision information setup). These information are collected in the sets $\mathcal{N}_{i}{ }^{J}, i \in \mathcal{I}$, i.e., the set of agents $j$ whose decision $x_{j}$ explicitly influences $J_{i}$. Since the v-SGNE requires consensus of the dual variables, we introduce an auxiliary variable $z_{i} \in \mathbb{R}^{m}, i \in \mathcal{I}$. The role of $\boldsymbol{z}=\operatorname{col}\left(z_{1}, \ldots, z_{N}\right)$ is to help reaching consensus and, along with a local copy of the dual variable $\lambda_{i}$, it is shared through the graph $\mathcal{G}^{\lambda}=\left(\mathcal{I}, \mathcal{E}^{\lambda}\right)$. The set of edges $\mathcal{E}^{\lambda}$ represents the exchange of the private information on the dual variables: $(i, j) \in \mathcal{E}^{\lambda}$ if agent $i$ can receive $\left\{\lambda_{j}, z_{j}\right\}$ from agent $j$. The set of neighbors of $i$ in $\mathcal{G}^{\lambda}$ is indicated with $\mathcal{N}_{i}^{\lambda}=\left\{j \mid(j, i) \in \mathcal{E}_{\lambda}\right\}$ [7], [2]. Since each agent feasible set implicitly depends on all the other agents decisions, to reach consensus of the dual variables, all agents must coordinate and therefore, $\mathcal{G}^{\lambda}$ must be connected.

Assumption 5: The dual-variable communication graph $\mathcal{G}^{\lambda}$ is undirected and connected.

The weighted adjacency matrix of the dual variables graph is indicated with $W \in \mathbb{R}^{N \times N}$. Let $L=D-W \in \mathbb{R}^{N \times N}$ be the Laplacian matrix associated to $W$, where $D=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{N}\right)$ is the diagonal matrix of the agents degrees $d_{i}=\sum_{j=1}^{N} w_{i, j}$. It follows from Assumption 5 that the adjacency matrix $W$ and the Laplacian $L$ are both symmetric, i.e., $W=W^{\top}$ and $L=L^{\top}$.

To obtain the distributed iterations presented in Algorithm 1 and 2, we exploit a splitting technique starting from the operator $\mathcal{T}$ in (7). First, let us note that it can be written as $\mathcal{T}=\mathcal{Q}+\mathcal{P}+\mathcal{R}$ where

$$
\left.\begin{array}{l}
\mathcal{Q}:\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{\lambda}
\end{array}\right] \mapsto\left[\begin{array}{c}
\mathbb{F}(\boldsymbol{x}) \\
b
\end{array}\right], \\
\mathcal{R}:\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{\lambda}
\end{array}\right] \mapsto\left[\begin{array}{cc}
0 & A^{\top} \\
-A & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{\lambda}
\end{array}\right],  \tag{10}\\
\mathcal{P}:\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{\lambda}
\end{array}\right] \mapsto\left[\begin{array}{c}
\mathrm{N}_{\Omega}(\boldsymbol{x}) \\
\mathrm{N}_{\mathbb{R}}^{m} \geq 0 \\
\geq_{0}
\end{array}\right]
\end{array}\right],
$$

and $\boldsymbol{\lambda}=\operatorname{col}\left(\lambda_{1}, \ldots, \lambda_{N}\right) \in \mathbb{R}^{N m}$. Moreover, let $\mathbf{L}=L \otimes$ $\mathrm{I}_{m} \in \mathbb{R}^{N m \times N m}, \mathbf{A}=\operatorname{diag}\left\{A_{1}, \ldots, A_{N}\right\} \in \mathbb{R}^{N m \times n}$ and let us define the column vector $\boldsymbol{b}$ of suitable dimensions.

Following [7], to force consensus on the dual variables, we impose the Laplacian constraint $\mathbf{L} \boldsymbol{\lambda}=0$. Then, to preserve monotonicity, we augment the operators introducing the auxiliary variable $\boldsymbol{z}$. Exploiting the splitting $\mathcal{T}=(\mathcal{Q}+\mathcal{R})+\mathcal{P}$, we consider the following extended operators:

$$
\begin{align*}
& \mathcal{A}:\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{z} \\
\boldsymbol{\lambda}
\end{array}\right] \mapsto\left[\begin{array}{c}
\mathbb{F}(\boldsymbol{x}) \\
\mathbf{0} \boldsymbol{0}+\boldsymbol{b}
\end{array}\right]+\left[\begin{array}{ccc}
0 & 0 & \mathbf{A}^{\top} \\
0 & 0 & \mathbf{L} \\
-\mathbf{A} & -\mathbf{L} & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\boldsymbol{z} \\
\boldsymbol{\lambda}
\end{array}\right]  \tag{11}\\
& \mathcal{B}:\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{z}
\end{array}\right] \mapsto\left[\begin{array}{c}
\mathrm{N}_{\Omega}(\boldsymbol{x}) \\
\mathrm{N}_{\mathbb{R} \geq 0}^{m}(\lambda)
\end{array}\right] .
\end{align*}
$$

Since the distribution of the random variable is unknown, we replace $\mathbb{F}(\boldsymbol{x})$ in (4) with $F^{\mathrm{SA}}$ in (8) and $\mathcal{A}$ with $\hat{\mathcal{A}}=\mathcal{A}^{\mathrm{SA}}$. Then, given $\boldsymbol{\omega}=\operatorname{col}(\boldsymbol{x}, \boldsymbol{z}, \boldsymbol{\lambda})$, Algorithm 1 in compact form reads as the SPRG iteration

$$
\begin{equation*}
\boldsymbol{\omega}^{k+1}=\left(\operatorname{Id}+\Phi^{-1} \overline{\mathcal{B}}\right)^{-1}\left(\boldsymbol{\omega}^{k}-\Phi^{-1} \hat{\mathcal{A}}\left(2 \boldsymbol{\omega}^{k}-\boldsymbol{\omega}^{k-1}\right)\right) \tag{12}
\end{equation*}
$$

where $\Phi \succ 0$ contains the inverse of step size sequences, i.e., $\Phi=\operatorname{diag}\left(\alpha^{-1}, \nu^{-1}, \sigma^{-1}\right)$, and $\alpha^{-1}, \nu^{-1}, \sigma^{-1}$ are diagonal matrices.

Another possible splitting of the operator $\mathcal{T}$ in (7) can be considered, namely, $\mathcal{T}=\mathcal{Q}+(\mathcal{P}+\mathcal{R})$. Therefore, we can write a different couple of extended operators as

$$
\begin{align*}
& \mathcal{C}:\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{z}
\end{array}\right] \mapsto\left[\begin{array}{c}
\mathbb{F}(\boldsymbol{x}) \\
0 \\
\boldsymbol{b}
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
\mathbf{L} \boldsymbol{\lambda}
\end{array}\right] \\
& \mathcal{D}:\left[\begin{array}{c}
\boldsymbol{x} \\
\boldsymbol{z} \\
\boldsymbol{\lambda}
\end{array}\right] \mapsto\left[\begin{array}{ccc}
\mathbf{N}_{\Omega}(\boldsymbol{x}) \\
\mathbf{0}_{m N} \\
\mathbf{N}_{\mathbb{R}}^{m}(\boldsymbol{\lambda})
\end{array}\right]+\left[\begin{array}{ccc}
0 & 0 & \mathbf{A}^{\top} \\
0 & 0 & \mathbf{L} \\
-\mathbf{A} & -\mathbf{L} & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\boldsymbol{z} \\
\boldsymbol{\lambda}
\end{array}\right] . \tag{13}
\end{align*}
$$

Analogously to $\hat{\mathcal{A}}$, we replace $\mathbb{F}$ in (4) with the approximation $F^{\mathrm{SA}}$ in (8) and $\mathcal{C}$ with $\hat{\mathcal{C}}=\mathcal{C}^{\mathrm{SA}}$. Then, we can write Algorithm 2 in compact form as

$$
\begin{equation*}
\boldsymbol{\omega}^{k+1}=\left(\operatorname{Id}+\Psi^{-1} \mathcal{D}\right)^{-1}\left(\boldsymbol{\omega}^{k}-\Psi^{-1} \hat{\mathcal{C}}\left(2 \boldsymbol{\omega}^{k}-\boldsymbol{\omega}^{k-1}\right)\right) \tag{14}
\end{equation*}
$$

where $\Psi$ is the preconditioning matrix. Specifically, let $\alpha^{-1}=\operatorname{diag}\left\{\alpha_{1}^{-1} \mathrm{I}_{n_{1}}, \ldots, \alpha_{N}^{-1} \mathrm{I}_{n_{N}}\right\} \in \mathbb{R}^{n \times n}$ and similarly $\sigma^{-1}$ and $\nu^{-1}$ of suitable dimensions. Then, we have

$$
\Psi=\left[\begin{array}{ccc}
\alpha^{-1} & 0 & -\mathbf{A}^{\top}  \tag{15}\\
0 & \nu^{-1} & -\mathbf{L} \\
-\mathbf{A} & -\mathbf{L} & \sigma^{-1}
\end{array}\right] .
$$

By expanding (14) with $\hat{\mathcal{C}}$ and $\mathcal{D}$ as in (13) and $\Psi$ as in (15), we obtain the iterations in Algorithm 2

We note that in general the extended operators in (11) and (13) have different monotonicity properties. Which one specifically is discussed for the convergence analysis (Section V and VI respectively) that follows from the considerations in the next section.

## IV. TECHNICAL DISCUSSION ON WEAK SHARPNESS AND COCOERCIVITY

The original proof of the SPRG presented in [13] for SVI shows convergence under the assumption of monotonicity and weak sharpness. The weak sharpness property was first introduced to characterize the minima of

$$
\begin{equation*}
\min _{x \in \mathcal{X}} f(x) \tag{16}
\end{equation*}
$$

with $f: \mathcal{X} \rightarrow \overline{\mathbb{R}}$ [19]. It was presented as en extension of the concept of strong (or sharp) solution, i.e., for all $x^{*} \in$ $\mathcal{X}^{*}=\operatorname{SOL}(f, \mathcal{X}) f(x) \geq f\left(x^{*}\right)+\rho\left\|x-x^{*}\right\|$, which holds if there is only one minimum. For generalizing non-unique solutions, the following definition was proposed in [19]: a set $\mathcal{X}^{*}$ is a set of weak sharp minima for the function $f$ if, for all $x \in \mathcal{X}$ and $x^{*} \in \mathcal{X}^{*}$,

$$
\begin{equation*}
f(x) \geq f\left(x^{*}\right)+\rho \operatorname{dist}\left(x, \mathcal{X}^{*}\right) \tag{17}
\end{equation*}
$$

where $\operatorname{dist}\left(x, \mathcal{X}^{*}\right)=\inf _{x^{*} \in \mathcal{X}^{*}}\left\|x-x^{*}\right\|$. We note that a strong solution is also a weak sharp minimum while the contrary holds only if the solution is unique [19].

The concept was later extended to variational inequalities in [20], using the formal definition

$$
\begin{equation*}
-\mathbb{F}\left(\boldsymbol{x}^{*}\right) \in \operatorname{int}\left(\bigcap_{\boldsymbol{x} \in \mathcal{X}^{*}}\left[\mathrm{~T}_{\boldsymbol{\mathcal { X }}}(\boldsymbol{x}) \cap \mathrm{N}_{\boldsymbol{\mathcal { X }}^{*}}(\boldsymbol{x})\right]^{\circ}\right) \tag{18}
\end{equation*}
$$

which was already proved to be equivalent to (17) for the problem in (16) when $\mathbb{F}\left(x^{*}\right)=\nabla f\left(x^{*}\right)$. Unfortunately, the characterization in (18) is hard to use in a convergence proof. Hence, more practical conditions have been proposed. The first one [20] relies on the gap function $G$ and it reads as

$$
\begin{equation*}
G(x)=\max _{y \in \mathcal{X}}\langle\mathbb{F}(y), x-y\rangle \geq \rho \operatorname{dist}\left(x, \mathcal{X}^{*}\right) \tag{19}
\end{equation*}
$$

Another condition, used in the convergence proof of the SPRG [13], was proposed in [21]:

$$
\begin{equation*}
\left\langle\mathbb{F}\left(\boldsymbol{x}^{*}\right), \boldsymbol{x}-\boldsymbol{x}^{*}\right\rangle \geq \rho \operatorname{dist}\left(\boldsymbol{x}, \boldsymbol{\mathcal { X }}^{*}\right) \tag{20}
\end{equation*}
$$

for all $\boldsymbol{x}^{*} \in \mathcal{X}^{*}$ and $\boldsymbol{x} \in \boldsymbol{\mathcal { X }}$. For the weak sharpness definition in (18) to be equivalent to (19) and (20), the (pseudogradient) mapping should have the $F$-unique property, i.e., $\mathbb{F}(\operatorname{SOL}(\mathbb{F}, \mathcal{X}))$ should be at most a singleton $[16$, Section 2.3.1]. The class of operators that certainly have this property is that of monotone ${ }^{+}$operators, namely, a monotone mapping $F$ such that for all $\boldsymbol{x}, \boldsymbol{y} \in \boldsymbol{\mathcal { X }}\langle F(\boldsymbol{y})-F(\boldsymbol{x}), \boldsymbol{y}-\boldsymbol{x}\rangle=0 \Rightarrow$ $F(\boldsymbol{y})=F(\boldsymbol{x})$. If a mapping is monotone ${ }^{+}$, then (18) is equivalent to (19) and (20) [20, Thm. 4.1]. The monotone ${ }^{+}$ property does not necessarily hold for the extended operator $\mathcal{C}$ in (13), even if it holds for $\mathbb{F}$. However, it holds if the operator is cocoercive [16, Def. 2.3.9]. We conclude this section with some examples showing that the condition in (20) may hold also if the mapping is not monotone ${ }^{+}$and that the domains are relevant for the validity of the assumption. For more details on monotone ${ }^{+}$operators and the weak sharpness property, we refer to [22], [23], [20], [24].
Example 1: [20] Consider the variational inequality in (5) where $F(\boldsymbol{x})=\operatorname{col}\left(-x_{2}, 2 x_{1}\right)$ and $\boldsymbol{\mathcal { X }}=[0,1]^{2}$. The mapping
$F$ is pseudomonotone but not monotone ${ }^{+}$on $\mathcal{X}$. The solution set is $\mathcal{X}^{*}=\left\{\boldsymbol{x} \in \mathcal{X}: x_{2}=0\right\}$ and it holds that

$$
\begin{align*}
G(\boldsymbol{x}) & =\max _{\boldsymbol{y} \in \mathcal{X}}\langle F(\boldsymbol{y}), \boldsymbol{x}-\boldsymbol{y}\rangle=\max _{\boldsymbol{y} \in \mathcal{X}}-x_{1} y_{2}-y_{1} y_{2}+2 x_{2} y_{1} \\
& =2 x_{2}=2 \operatorname{dist}\left(\boldsymbol{x}, \mathcal{X}^{*}\right) \tag{21}
\end{align*}
$$

Therefore, $\mathcal{X}^{*}$ satisfies (19) with $\rho=2$ but, for any $\boldsymbol{x}^{*} \in$ $\boldsymbol{\mathcal { X }}^{*},\left[T_{\mathcal{X}}\left(\boldsymbol{x}^{*}\right) \cap N_{\mathcal{X}^{*}}\left(\boldsymbol{x}^{*}\right)\right]^{\circ}=\left\{x_{2}^{*} \leq 0\right\}$ and $-F\left(\boldsymbol{x}^{*}\right) \notin$ $\bigcap_{\boldsymbol{x}^{*} \in \mathcal{X}}\left[T_{\mathcal{X}}\left(\boldsymbol{x}^{*}\right) \cap N_{\mathcal{X}^{*}}\left(\boldsymbol{x}^{*}\right)\right]^{\circ}$. Thus, the solution set $\mathcal{X}^{*}$ is not weakly sharp.

Example 2: Consider the mapping $F(\boldsymbol{x})=\operatorname{col}\left(-x_{2}, x_{1}\right)$ and the associate variational inequality in (5) with $\mathcal{X}=$ $[0,1]^{2}$. Then the mapping $F$ is monotone but not monotone ${ }^{+}$ on $\mathcal{X}$. The solution set is $\mathcal{X}^{*}=\left\{\boldsymbol{x} \in \mathcal{X}: x_{2}=0\right\}$ and, similarly to (21), the conditions (19) and (20) hold.

Now, let $\mathcal{X}=\mathbb{R}^{2}$. In this case, there is only one solution and $\mathcal{X}^{*}=\left\{\mathbf{0}_{2}\right\}$. However, (20) reads as $\langle F(\mathbf{0}), \boldsymbol{x}\rangle=0 \geq$ $\rho \operatorname{dist}\left(\boldsymbol{x}, \mathcal{X}^{*}\right)=\|x\|$, which is false.

## V. Convergence under uniqueness of solution

In light of the considerations in Section IV, we know that a unique solution is also a weak solution and that (20) may hold even if the mapping is not monotone ${ }^{+}$. Therefore, here we consider the case of merely monotone operators but with unique solution and prove that the proposed (nonpreconditioned) Algorithm 1 converges to a v-SGNE.

First, the following lemma ensure that the zeros of $\mathcal{A}+\mathcal{B}$ are v-SGNEs.

Lemma 1: Let Assumptions $1 \mid 5$ hold. Consider the operators $\mathcal{T}$ in (7) and $\mathcal{A}$ and $\mathcal{B}$ in (11). Then:
(i) If $\boldsymbol{\omega}^{*} \in \operatorname{zer}(\mathcal{A}+\mathcal{B})$, then $\boldsymbol{x}^{*}$ is a v-SGNE of game in (3), i.e., $\boldsymbol{x}^{*}$ solves the $\operatorname{SVI}(\mathcal{X}, \mathbb{F})$ in (5). Moreover $\boldsymbol{\lambda}^{*}=\mathbf{1}_{N} \otimes \lambda^{*}$, and $\left(\boldsymbol{x}^{*}, \boldsymbol{\lambda}^{*}\right)$ satisfy the KKT condition in (6) i.e., $\operatorname{col}\left(\boldsymbol{x}^{*}, \boldsymbol{\lambda}^{*}\right) \in \operatorname{zer}(\mathcal{T})$
(ii) $\operatorname{zer}(\mathcal{T}) \neq \emptyset$ and $\operatorname{zer}(\mathcal{A}+\mathcal{B}) \neq \emptyset$

Proof: It follows from [7, Th. 2].
To ensure that $\mathcal{A}$ and $\mathcal{B}$ have the properties for the convergence result, we make the following assumption.

Assumption 6: $\mathbb{F}$ as in (4) is monotone and $\ell_{\mathbb{F}}$-Lipschitz continuous for some $\ell_{\mathbb{F}}>0$.
Then, the following holds.
Lemma 2: Let Assumptions 1 and 6 hold and let $\Phi \succ 0$. Then, $\mathcal{A}$ and $\mathcal{B}$ in (11) have the following properties.
(i) $\mathcal{A}$ is monotone and $\ell_{\mathcal{A}}$-Lipschitz continuous.
(ii) The operator $\mathcal{B}$ is maximally monotone.
(iii) $\Phi^{-1} \mathcal{A}$ is monotone and $\ell_{\Phi}$-Lipschitz continuous.
(iv) $\Phi^{-1} \mathcal{B}$ is maximally monotone.

Proof: It follows similarly to [7], [3].
To guarantee that the weak sharpness property holds, we assume to have a strong solution.

Assumption 7: The SVI in (5) has a unique solution.
We can now state the convergence result.
Theorem 1: Let Assumptions 1.7 hold. Then, the sequence $\left(\boldsymbol{x}_{k}\right)_{k \in \mathbb{N}}$ generated by Algorithm 1 with $F^{\text {SA }}$ as in (8) converges a.s. to a v-SGNE of the game in (3).

Proof: The iterations of Algorithm 1 are obtained by expanding (12) and solving for $\boldsymbol{x}_{k}, \boldsymbol{z}_{k}$ and $\boldsymbol{\lambda}_{k}$. Therefore, Algorithm 1 is a SPRG iteration as in (12). The convergence
of the sequence $\left(\boldsymbol{x}^{k}, \boldsymbol{\lambda}^{k}\right)$ to a v-GNE of the game in (3) then follows by [13, Prop. 10] and Lemma 1 since $\Phi^{-1} \mathcal{A}$ is monotone by Lemma 2 and has a unique solution.

## VI. Convergence under cocoercivity

We know from Section IV that cocoercive operators have the weak sharpness property. Here we consider this case.

Assumption 8: $\mathbb{F}$ is $\beta$-cocoercive for some $\beta>0$.
Remark 2: If a function is $\beta$-cocoercive, it is also $1 / \beta$ Lipschitz continuous [15, Remark 4.15].
We note that the operator $\mathcal{A}$ in (11) contains a skew symmetric matrix that is not cocoercive. For this reason we consider the splitting in (13). While Lemma 1 guarantees that the zeros of $\mathcal{C}+\mathcal{D}$ are the same as the zeros of $\mathcal{T}$ in (7), we now show the necessary monotonicity properties of the extended operators $\mathcal{C}$ and $\mathcal{D}$ in 13).

Lemma 3: Let Assumptions 1 and 8 hold and let $\Psi \succ 0$. Then, $\mathcal{C}$ and $\mathcal{D}$ in (13) have the following properties.
(i) $\mathcal{C}$ is $\theta$-cocoercive where $0<\theta \leq \min \left\{\frac{1}{2 d^{*}}, \beta\right\}$ and $d^{*}$ is the maximum weighted degree of $\mathcal{G}^{\lambda}$;
(ii) $\mathcal{D}$ is maximally monotone;
(iii) $\Psi^{-1} \mathcal{C}$ is $\theta \tau$-cocoercive, with $\tau=\frac{1}{\mid \Psi^{-1}}$;
(iv) $\Psi^{-1} \mathcal{D}$ is maximally monotone.

Proof: It follows from [7, Lem. 5] and [7, Lem. 7].
Furthermore, since the preconditioning matrix must be positive definite, we postulate the following assumption on the step sizes [7].

Assumption 9: Let $\theta$ be the cocoercivity constant as in Lemma 3, $\tau=\frac{1}{\left|\Psi^{-1}\right|} \in\left(0, \frac{\theta}{8}\right)$ and the step sizes $\alpha, \nu$ and $\sigma$ satisfy, for all $i \in \mathcal{I}$,

$$
\begin{aligned}
& 0<\alpha_{i} \leq\left(\max _{j=1, \ldots, n_{i}}\left\{\sum_{k=1}^{m}\left|\left[A_{i}^{T}\right]_{j k}\right|\right\}+\tau\right)^{-1} \\
& 0<\nu_{i} \leq\left(2 d_{i}+\tau\right)^{-1} \\
& 0<\sigma_{i} \leq\left(\max _{j=1, \ldots, m}\left\{\sum_{k=1}^{k_{i}}\left|\left[A_{i}\right]_{j k}\right|\right\}+2 d_{i}+\tau\right)^{-1}
\end{aligned}
$$

where $\left[A_{i}^{\top}\right]_{j k}$ indicates the entry $(j, k)$ of the matrix $A_{i}^{\top}$.
We are now ready to state our convergence result.
Theorem 2: Let Assumptions 155 and 89 hold. Then, the sequence $\left(\boldsymbol{x}_{k}\right)_{k \in \mathbb{N}}$ generated by Algorithm 2 with $F^{\mathrm{SA}}$ as in (8) converges a.s. to a v-SGNE of the game in (3).

Proof: The iterations of Algorithm 2 are obtained by expanding (14) and solving for $\boldsymbol{x}_{k}, \boldsymbol{z}_{k}$ and $\boldsymbol{\lambda}_{k}$. Therefore, Algorithm 2 is a SPRG iteration as in (14). The convergence of the sequence $\left(\boldsymbol{x}^{k}, \boldsymbol{\lambda}^{k}\right)$ to a v-GNE of the game in (3) then follows by [13, Prop. 10] and Lemma 1 since $\Psi^{-1} \mathcal{C}$ is cocoercive by Lemma 3 .

## VII. Numerical Simulations

Let us propose some numerical evaluations to validate the analysis with a realistic application to an electricity market with capacity constraints, casted as a network Cournot game with markets capacity constraints [7], [2], [13].

We consider a set of $N=20$ companies selling energy to $m=7$ markets. Each generator decides the quantity of energy $x_{i}$ to deliver to the $n_{i}$ markets it is connected with. Each company $i$ has a a production limit of the form $0<x_{i}<\gamma_{i}$ where each component of $\gamma_{i}$ is randomly drawn from $[1,1.5]$. Each company has a cost of production


Fig. 1. Relative distance of the primal variable from the solution.
$c_{i}\left(x_{i}\right)=1.5 x_{i}+q_{i}$, where $q_{i}$ is a given constant. Each market $j$ has a bounded capacity $b_{j}$, randomly drawn from $[0.5,1]$. The collective constraints are then given by $A \boldsymbol{x} \leq b$ where $A=\left[A_{1}, \ldots, A_{N}\right]$.The prices of the markets are collected in $P: \mathbb{R}^{m} \times \Xi \rightarrow \mathbb{R}^{m}$. The uncertainty variable $\xi$, which represents the demand uncertainty, appears in this functional. $P$ is supposed to be a linear function and reads as $P(\xi)=$ $\bar{P}(\xi)-D A x$. Each component of $\bar{P}=\operatorname{col}\left(\bar{P}_{1}(\xi), \ldots, \bar{P}_{7}(\xi)\right)$ is taken with a normal distribution with mean 3 and finite variance. The entries of $D$ are randomly taken in $[0.5,1]$. The cost function of each agent is given by $\mathbb{J}_{i}\left(x_{i}, x_{-i}, \xi\right)=$ $c_{i}\left(x_{i}\right)-\mathbb{E}\left[P(\xi)^{\top}(A \boldsymbol{x}) A_{i} x_{i}\right]$. and it is influenced by the variables of the companies selling in the same market as in [7, Fig. 1]. The dual variables graph is a cycle graph with the addiction of the edges $(2,15)$ and $(6,13)$ [7].

We simulate the SpFB , the forward-backward-forward (SFBF) and the extragradient (SEG) algorithms to make a comparison with our SPRG and SpPRG, using the SA scheme. The parameters $\alpha, \nu$ and $\sigma$ are taken to be the highest possible that guarantee convergence. As a measure of the distance from the solution, we consider the residual, $\operatorname{res}\left(x^{k}\right)=\left\|x^{k}-\operatorname{proj}_{C}\left(x^{k}-F\left(x^{k}\right)\right)\right\|$, which is equal zero if and only if $x$ is a solution. The plot in Fig. 1 shows how the residual varies in the number of iterations. The performances of SpPRG and SPRG are very similar and the difference in the trajectory is related to the different step sizes which depend on the Lipschitz constant of $\mathcal{C}$ in (13) and $\mathcal{A}$ in (11) respectively.

## VIII. Conclusion

The stochastic projected reflected gradient algorithm is applicable to distributed stochastic generalized Nash equilibrium seeking. To guarantee convergence to a solution and to obtain a distributed algorithm, preconditioning may be used and the pseudogradient mapping should be cocoercive. However, should the equilibrium be unique, the cocoercivity assumption can be reduced to mere monotonicity.
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