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Abstract—Mammography is still the most effective procedure 

for early diagnosis of the breast cancer. Computer-aided Diagnosis 

(CAD) systems can be very helpful in this direction for radiologists 

to recognize abnormal and normal regions of interest in digital 

mammograms faster than traditional screening program. In this 

work, we propose a new method for breast cancer identification of 

all types of lesions in digital mammograms using multimodal fea-

tures in a quaternionic representation. The proposed method con-

sists of two steps: First, a novel feature extraction module utilizes 

two dimensional discrete transforms based on ART, Shapelets, 

Zernike moments and Gabor filters to decompose Regions of Sus-

picion (ROS) into a set of localized basis functions with different 

shapes. The extracted features are then fused and presented in 

quaternionic representation to the classification module in the sec-

ond step. For the classification task, we propose a new type of clas-

sifier (Q-classifier) that successfully, accurately, with low compu-

tational cost and higher speed of diagnosis, recognizes normal and 

abnormal ROS from mammograms. The proposed method is eval-

uated on the Mini-MIAS database. The methods' performance is 

evaluated using Receiver Operating Characteristics (ROC) curve. 

The achieved result AUC = 0.934 shows that the proposed method 

can be quite effective and can be used as a tool for efficiently diag-

nosing breast cancer compared to similar techniques presented in 

the literature that use SVM classifiers and unimodal features.  

Keywords—Shapelets; ART; Zernike-Moments; Gabor-filter 

banks; Quaternion; Breast cancer; Computer-aided diagnosis 

(CAD) 

I.  INTRODUCTION 

Breast cancer is one of the most important health problems, 
taking the second place between all types of cancer in the world. 
Specifically, in the case of women, breast cancer is the most fre-
quent type of cancer with an estimated 1.67 mil. new cases di-
agnosed in 2012 (a quarter of all cancer cases) according to [1]. 
When breast cancer is diagnosed in the early stages through 
screening and diagnostic digital mammography, the treatment 
and survival rates in most of the cases can be significantly in-
creased. However, early detection of suspicious abnormalities 
using digital mammography is prone to a high degree of human 
error between 10%-30% [2-3]. Of these errors, half can be at-
tributed to misinterpretation of cancer signs, while in the rest of 
the cases, detection errors are due to human over-look [2]. The 
cost of this misinterpretation leads to unwanted and costly biop-
sies on the benign lesions that result to anxiety for the patient, as 
well as they cost money. For this reason, the development of re-
liable Computer Aided Diagnosis (CAD) systems that will help 
radiologists and minimize detection and diagnosis errors is of 

great importance. In order for CAD systems to work efficiently, 
the important task is to find and use the most suitable mammo-
graphic image descriptors that when used, will improve the 
recognition accuracy and discriminate normal from abnormal 
mammograms correctly, as well as benign / malignant in the lat-
ter case. 

In the area of feature extraction and classification of mam-
mographic tissue, several researches have been conducted and 
numerous scientific papers have been proposed in the literature 
during the last years that use different features and neural classi-
fiers [4-11]. In this paper however, we present a new multimodal 
feature extraction technique based on a combination of different 
image decomposition methods that is capable of recognizing ef-
ficiently normal and abnormal regions of interest (ROI) of mam-
mograms regardless their type of abnormality.  

In this study, we propose a new method to classify regions 
of suspicion (ROS) that contain abnormal or healthy breast tis-
sue using a multimodal feature extraction technique based on 
Shapelets (SH), Angular Radial Transform (ART), Zernike Mo-
ments (ZM), Gabor Filter Banks (GFB) and a new type of clas-
sifier that is based on quaternion representation. The proposed 
method decomposes each tested ROS into a series of localized 
basis functions with different shapes, which are called SH, ART, 
ZM and GFB. These multi-modal coefficients are then fused and 
form the descriptors in quaternionic representation. Extensive 
experiments have shown great accuracy of the proposed feature 
set and recognition module that exceeds 86% in the task of rec-
ognizing normal and abnormal breast tissue in digital mammo-
grams. 

The structure of this paper is as follows: In the next section, 
a detailed description of the multimodal set of features extracted 
from mammograms is given. Additionally, a description of the 
proposed classifier based on the quaternion representation (Q-
classifier) is also given. In section 3 we present the data set and 
the experimental results and finally, in section 4 some conclu-
sions are drawn. 

II. THE PROPOSED CAD SYSTEM 

The proposed CAD system consists of the feature extraction 
module that decomposes each examined ROS into a set of local-
ized basis functions with different shapes. The robust feature 
sets related to the Angular Radial Transform (ART), Shapelets 
(SH), Zernike moments (ZM) and Gabor filters bank (GFB) are 
used to encode the image data. The estimated coefficients of the 
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above integral transformations are fused and presented in qua-
ternionic representation to the Classification module (Q-classi-
fier) that performs the diagnosis of normal or abnormal region.  

A. Quaternions 

Quaternions were first introduced by Hamilton [12] and consti-
tute of an extension of complex numbers. Quaternions are 
mainly used in computer vision problems due to their ability to 
represent 3D rotations easily. They are also used for the repre-
sentation of color images by encoding the RGB channels into 
their imaginary parts [13-14]. The main advantage of quater-
nion-based representation is that any information stored in array 
structures can be totally treated as a vector. Further reading of 
quaternions properties can be found in [15]. 

B. Shapelet Transform 

 The Shapelet image decomposition method was first intro-
duced in [16]. It has been used efficiently to estimate discrimi-
nation data based on several expressions of the spatial pixels’ 
distribution of an object as a linear sum of a set of orthogonal 
2D functions in various image processing problems. Therefore, 
in this paper we investigate the use of shapelet transform in the 
task of accurate detection of ROS areas (normal and abnormal). 
Polar shapelets [16] present all major properties of the Cartesian 
Shapelets with a scaling 𝛽, and in addition are also separable in 
𝜌 and 𝜃 domain. For this reason, polar shapelets coefficients are 
easier to comprehend in terms of rotational symmetries, simpler 
and more intuitive. A function 𝐼(𝜌, 𝜃) in polar coordinates is de-
composed as a weighted sum: 
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with 𝑛 and 𝑚 both even or odd, respectively. The polar shapelets 
coefficients of order 𝑛 and 𝑚 are calculated using the overlap 
integral: 
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As polar shapelets basis functions are complex numbers, the 
shapelets coefficients 𝑓𝑛,𝑚 are complex numbers as well, for 

𝑚 = 0, the basis functions have only a real part. 

C. Angular Radial Transform 

 The Angular Radial Transform (ART) is a moment-based 
image description method and can be used to encode region-
based information [17]. This integral transformation provides a 
compact and efficient expression of brightness distribution 
within a 2-D object region, describing both connected and dis-
connected region shapes. The ART is a complex orthogonal 

transformation defined on a unit disk that consists of the com-
plete orthogonal sinusoidal basis functions in polar coordinates 
[18,19]. 
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where 𝐼(𝜌, 𝜃) is the ROS image in polar coordinates, Vn,m(ρ, θ) 
the ART basis function that is separable along the angular and 

radial directions. 
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D. Zernike Moments 

The moments proposed by Frederik Zernike in 1934 [20], 

were used in digital image analysis problems and evaluated for 

many types of images [21-22]. According to Khotanzad et al. 

[23], Zernike moments have strong separability and can be used 

to identify shapes efficiently. The usage of Zernike Moments in 

mammography first introduced by [24].  

Zernike moments are defined as a family of orthogonal 

functions over the unit disk. In polar coordinates the Zernike 

function 𝑍𝑛
𝑚(𝜌, 𝜃) is defined by: 
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where 𝑅𝑛
𝑚(𝜌) are the Zernike polynomials. The index n is the 

degree of the polynomial, while m is the polynomial order. The 

Zernike polynomials are defined as a finite sum of powers of 

𝜌2: 
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where n = 0,1,2,⋯ ,∞ and m = −n,−n + 2,−n + 4,⋯ ,+n, 

with n − |m| = even and |m| ≤ n. The Zernike moments are 

orthogonal, ensuring that there is minimum correlation among 

them, resulting to minimum information redundancy, invariant 

both to rotation and displacement. 

E. Gabor-filters Bank 

The spatial band-pass Gabor filters have excellent resolution 

in both spatial and frequency domains. Daugman et al. [25] gen-

eralized the Gabor filters in two dimensions, which can be rep-

resented as a complex sinusoidal signal modulated by a Gauss-

ian kernel function [26]: 
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xθ = x ∙ cos(θ) + y ∙ sin(θ), yθ = y ∙ cos(θ) − x ∙ sin(θ), σx 

and σy are the standard deviations of the Gaussian envelope 

along the x and y dimensions, f is the central frequency of the 
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sinusoidal plane wave, and θ is the orientation. The convolution 

of the ROS image with each of the Gabor filters gives: 

 

       , ,, , ,f fg x y I x y G x y  (9) 

where 𝑔𝑓,𝜃 is the output of the filter, 𝐼 the ROS image, 𝐺𝑓,𝜃 the 

Gabor filter and (∗∗) denotes the 2D convolution. Due to the 

fact that the filter’s output is a complex function, the filtered 

image is given by the corresponding magnitude. 

F. Feature Extraction Process 

In the feature extraction process each ROS image is pro-

jected on the real components of the decomposition described 

by eq. 2, eq. 5 and eq. 6 and the first two moments given by eq. 

9. The estimated multi-modal coefficients of the decomposition 

are used to form the scalar and vector part of a quaternionic 

representation (eq. 10). 
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where 𝑎𝑛
±𝑛 are the Zernike moments of 𝐼(𝜌, 𝜃), while 𝜇𝑛,𝑚 and 

𝜎𝑛,𝑚 the mean value and standard deviation respectively, for 𝑛 

spatial frequencies and 𝑚 orientations. The factor 
𝑛+1

𝜋
 is used to 

normalize the moment’s expression.  

The main advantage of using the quaternion representation 

of the extracted set of features is that the multimodal features 

can be treated as a quaternion matrix Q with size 𝑀 ×𝑁, where 

𝑁 denotes the training set of ROS images of our CAD system, 

while 𝑀 the total number of the orthonormal basis function. 

G. Q-Classifier 

Taking into account that Q contains the features of the 𝑁 

ROS images of the training set, it is clear that each vector qua-

ternion part forms an orthonormal basis - the mammographic 

image-base. Therefore, if 𝐈′ is an unknown ROS image, its pro-

jection on each mask for each type of decomposition forms a 

new quaternion 𝑞′ (eq. 10). This quaternion 𝑞′ is identified as 

normal or abnormal by estimating the minimum distance metric 

between 𝑞′ and every element in the quaternion matrix Q. 

Thus, the identification problem can be solved by compar-

ing the quaternion of the unknown ROS 𝑞′ with those contained 

in matrix 𝐐. The distance between two quaternions corresponds 

roughly to the distance between orientations as long as the qua-

ternions are fairly close to each other. However, in case of com-

paring quaternions 𝑞 and – 𝑞, even though the distance between 

them is 2, both have the same orientation. For avoiding this 

problem, the best way to compare quaternions globally is by 

using the rotation angle 𝜃 between them as metric, given by: 
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where ⟨𝑞1 ∙ 𝑞2⟩ denotes the dot product between 𝑞1 and 𝑞2. Qua-

ternions 𝑞1 and 𝑞2 are considered to be unit. Equation 11 fol-

lows from the double-angle formula for cosine, considering the 

fact that the angle between quaternionic orientations is pre-

cisely twice the angle between unit quaternions [27]. The rota-

tion angles between quaternion 𝑞′ and each quaternion of the 

train in matrix 𝐐, are estimated by:  
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where 𝑖 = 1,2, … , 𝑁 is denoting the set of the unknown ROS 

images, 𝑗 = 1,2, … ,𝑀 is denoting the set of the mammographic 

image-base and with 𝑘 = 1,2, …𝐾 is denoting the total number 

of the coefficients. The symbol И denotes iteration [28]. 

 Thus, any unknown ROS image 𝐈′ is associated with one of 

the mammographic image-base and recognized as normal or ab-

normal regarding the column 𝑗 of matrix 𝐐 that the minimum 

average rotation angle has occurred. 
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III. EXPERIMENTAL RESULTS 

For our experiments we have used the MIAS MiniMammo-
graphic Database [29], provided by the Mammographic Image 
Analysis Society (MIAS). The database consists of 200-micron 
pixel edge mammograms with 1024 × 1024 pixel resolution. In 
the MIAS Database there are a total of 119 ROS that contain all 
kinds of existing abnormal tissue. The smallest abnormality ex-
tends to 3 pixels in radius, while the largest one to 197 pixels. 
These 119 ROS along with another 119 randomly selected sub-
images from entirely normal mammograms were used through-
out our experiments. A database of 238 ROSs of 35×35 pixels 
size is used. The image database has been designed to include 
all types of different ROS areas abnormalities, i.e. circum-
scribed, spiculated, ill defined masses, microcalcifications, 
asymmetry and architectural distortion as well as regions with 
normal (healthy) tissue. 

From a total number of 238 ROS included in the MIAS da-
tabase, 212 regions are used for the training procedure: 106 
groundtruthed abnormal regions along with 106 randomly se-
lected normal ones. In the evaluation procedure, the remaining 
26 regions are used that contain 14 groundtruthed abnormal re-
gions together with 12 entirely normal regions. Therefore, no 
ROS was used both in the training and testing procedure. All 
classification experiments were performed 10 times using ran-
domly chosen training/testing sets. 

A. Q-Classifier 

The quaternion matrix Q is composed by the real compo-
nents of 𝑉𝑛,𝑚(𝜌, 𝜃) (eq.5), of 𝑥𝑛,𝑚(𝜌, 𝜃; 𝛽) (eq.2) and of 

𝑍𝑛
±𝑚(𝜌, 𝜃) (eq.6) as well as with the first two moments of 

𝑔𝑓,𝜃(𝑥, 𝑦) (eq.9); resulting to 36 coefficients per quaternionic 
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both in the scalar and the imaginary part. The quaternion matrix 
Q defines the image information of all ROS areas used for train-
ing. Therefore, each ROS image is described by a quaternion 
feature vector with 4×36 dimensionality. 

In the recognition experiments, the quaternion of the un-
known ROS image is projected onto each quaternion in matrix 
Q and the rotation angle in each case is estimated. The unknown 
ROS image is assigned to the same category (normal or abnor-
mal) with the corresponding index of Q that presents the average 
minimum rotation angle value (eq.13). 

B. Discussion 

In Fig. 1 one example of identification problem comparing 
the quaternion feature vector of an unknown ROS image with 
those contained in matrix Q is given. The unknown ROS image 
is associated with one of the mammographic image-base and 
recognized as normal or abnormal regarding the column 𝑗 of ma-
trix 𝐐 that the minimum average rotation angle has occurred 
(eq.12 and 13).  

The multicolored dots that are depicted on the surface of the 
unitary sphere correspond to each quaternion feature vector of 
the unknown ROS image and the associated one of the set of 
known images. Since the quaternion is unitary, the sphere is also 
unitary. To depict the feature vector on the sphere, the quater-
nion is converted to Euler’s axis with the appropriate angle us-
ing: 
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where s is the scalar and 𝑥, 𝑦,𝑤 the imaginary parts of the qua-
ternion. 

 In our experiments the training set is randomly formed con-
sisting of 212 ROS images (106 normal and 106 abnormal) from 
the MIAS database. The normal regions are randomly chosen 
from normal mammograms with all different types of tissue, 
while the abnormal regions are selected to include all different 
kind of abnormalities. The testing set is formed using the re-
maining 26 ROS images (12 normal and 14 abnormal) including 
all different types of tissue. All classification experiments are 
performed 10 times using randomly chosen training/testing sets 
and the mean identification accuracy is obtained. The identifica-
tion results of the ROS are presented by measuring the Area Un-
der the Curve (AUC) which equals to 0.934. The ROC curve in 
Fig. 2 shows the relative trade-offs between benefits (true posi-
tives) and costs (false positives). It is clear that the closer the 
ROC curve follows the left-hand and the top border of the ROC 
space the more accurate the classification result will be. In our 
experiments, a quantitative comparison of the proposed feature 
extraction and classification method’s accuracy is also presented 
compared with analogous results in our previous work in [11]. 
In comparison to the non-linear classifier techniques in [11], the 
proposed Q-classifier with the multi-modal feature descriptors 
present similar recognition accuracy results (0.934 compared to 
0.929 and 0.851 in [11] respectively), with smaller computa-
tional cost and higher diagnosis speed at the same time. 

IV. CONCLUSIONS 

In this paper we have presented a new CAD system for the 
automatic identification of all types of lesions in digital mam-
mograms. The proposed system consists of two main modules: 

 
Fig. 1. Identification of a malignant lesion (a) the unknown ROS image (b) the 3D representation of quaternion feature vector of unknown ROS image (c) 

the average rotational angle between the quaternion and each element of the quaternion matrix Q (d) the associated ROS image which correspond to the 

minimum average rotational angle and (e) the 3D representation of quaternion feature vector of the associated ROS image 

index  of mammographic image-base
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The feature extraction module, where multi-modal features from 
Regions of Suspicion are extracted using a new feature extrac-
tion technique based on the decomposition of ROS into a set of 
localized basis functions with different shapes (Shapelets, ART, 
Zernike moments, Gabor filters). In the second Classification 
module, the fused features are used in quaternionic representa-
tion and are diagnosed as belonging to normal or abnormal tis-
sue. Experimental results have shown that the proposed multi-
modal feature set used with the Q-classifier, performs better than 
unimodal feature sets used in similar problems in the literature. 
Future work will address the problem of specific type of cancer 
identification (speculated, ill-defined, architectural, amorphous 
microcalcifications) using the same multi-modal feature extrac-
tion technique and the classifier scheme to build a CAD system 
that will serve as a double-reading aid, thus reducing reading er-
rors that are pruned to be committed especially by junior radiol-
ogists and resulting in diagnostic accuracy improvement for ra-
diologists. 
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Fig. 2. The ROC curve of the proposed method 
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