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Abstract—A multichannel active noise control (ANC) method
with exterior radiation suppression is proposed. When applying
ANC in a three-dimensional space by using multiple microphones
and loudspeakers, the loudspeaker output can amplify noise
outside a region of target positions because most of current ANC
methods do not take into consideration the exterior radiation of
secondary loudspeakers. We propose a normalized least mean
square algorithm for feedforward ANC in the frequency domain
based on the Riemannian optimization to update the control
filter with the exterior radiation power constrained to a target
value. The advantages of the proposed method, compared with
the algorithm using a penalty term of exterior radiation, were
validated by numerical experiments: the exterior radiation power
can be constrained during the adaptation process and the
parameter for the constraint can be determined in advance.

Index Terms—active noise control, adaptive filtering, exterior
radiation suppression, Riemannian optimization

I. INTRODUCTION

The goal of active noise control (ANC) is to cancel un-
wanted noise from primary noise sources using secondary
loudspeakers. In typical multichannel feedforward ANC sys-
tems, the driving signals of the secondary loudspeakers to
reduce noise at positions of error microphones, i.e., target
positions, are obtained from reference microphone signals by
filtering through a control filter adaptively optimized on the
basis of error microphone signals. Although ANC techniques
have been studied for several decades [1]–[3], their application
to a three-dimensional (3D) space has recently attracted atten-
tion again because of recent advancements on spatial ANC
techniques [4]–[7].

When applying the ANC techniques in a 3D space, an
exterior region of target positions for noise reduction is
normally not taken into consideration. Therefore, the noise
outside the region of target positions can be largely amplified
owing to secondary loudspeaker outputs. Several attempts
have been made to suppress the output power of secondary

loudspeakers [8]–[11]; however, the reduction in output power
does not always lead to the suppression of exterior radiation.

For the above reasons, it is important to develop a multi-
channel ANC method to suppress the exterior radiation power
of secondary loudspeakers while reducing noise at the target
positions. The exterior radiation power can be formulated with
their given directivity patterns [12]. In our previous study [13],
normalized least mean square (NLMS)-based adaptive filtering
algorithms for feedforward ANC in the frequency domain are
derived with a penalty term or an inequality constraint on this
exterior radiation formulation in the context of spatial ANC.
To adapt the constraint on the external radiation power to
the primary noise amplitude with the alleviation of the effect
on the ANC performance, the NLMS algorithm derived from
the cost function with an additive penalty term for exterior
radiation power can be used. However, this algorithm has
several issues in practice: 1) the exterior radiation power is
not necessarily suppressed during the adaptation process even
when its target value is successfully reached after convergence
and 2) it is difficult to determine the parameter for balancing
the penalty term before the adaption process.

We propose an NLMS-based multichannel feedforward
ANC algorithm in the frequency domain based on the Rie-
mannian optimization [14], [15], which can be regarded as
an application of stochastic gradient descent on Riemannian
manifolds [16]. The optimization problem for computing the
control filter is defined as the minimization problem of noise at
the target positions with an equality constraint on the exterior
radiation power. We developed an NLMS algorithm to update
the control filter on a Riemannian manifold constructed by
the equality constraint. We conducted numerical experiments
to evaluate the performance of the proposed method.
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Fig. 1. Multichannel ANC in 3D space using multiple microphones and
loudspeakers.

II. MULTICHANNEL ANC

Suppose that L secondary loudspeakers and M error mi-
crophones are placed in a 2D or 3D acoustic space, i.e.,
R2 or R3, as shown in Fig. 1. R reference microphones are
placed near primary noise sources. The observed signals of
the error and reference microphones, and the driving signals
of the secondary loudspeakers at time frame n and angular
frequency ω are denoted by en(ω) ∈ CM , xn(ω) ∈ CR, and
yn(ω) ∈ CL, respectively. By denoting the primary noise at
error microphone positions as dn(ω) ∈ CM , we express the
error microphone signals as

en(ω) = dn(ω) +G(ω)yn(ω)

= dn(ω) +G(ω)Wn(ω)xn(ω), (1)

where G(ω) ∈ CM×L is the transfer function matrix from
secondary loudspeakers to error microphones and Wn(ω) ∈
CL×R is the adaptive control filter to obtain the optimal driv-
ing signals from the reference signals. Hereafter, the argument
ω is omitted for notational simplicity.

The cost function of the multichannel ANC is generally
defined as the expectation value of the power of error signals:

J = E[σn(Wn)] (2)

with

σn(Wn) := ∥d+GWnxn∥22 + γ∥Wnxn∥22, (3)

and a regularization parameter γ > 0. By replacing the
expectation value of σn with the instantaneous value in (2),
i.e., J ≈ σn(Wn), the NLMS algorithm for updating Wn is
derived as

Wn+1 = Wn − µn
∂σn

∂W ∗
n

= Wn − µn(G
Hen + γWnxn)x

H
n, (4)

with the step size parameter [17]

µn =
µ0

∥GHG+ γIL∥2∥xn∥22
. (5)

Here, IL is the identity matrix of size L× L and µ0 ∈ (0, 2)
is a normalized step size parameter. (·)∗ and (·)H denote the
complex conjugate and conjugate transpose, respectively.

III. EXTERIOR RADIATION SUPPRESSION WITH PENALTY
TERM

We introduce a multichannel ANC method to suppress
the exterior radiation power while reducing noise, which is
proposed in [13] in the context of spatial ANC.

First, the exterior radiation power of the secondary loud-
speakers is formulated. Let ∂Ω be a surface of a circular or
spherical area including all the secondary loudspeakers. The
total acoustic power radiated from ∂Ω by all the secondary
loudspeakers, that is, the exterior radiation power, is defined
for the pressure field un(r) generated by the nth-frame driving
signals of the secondary loudspeakers as [12]

εn(Wn) :=

∫
∂Ω

1

2
Re

[
un(r)

j

ρck

∂un(r)
∗

∂n

]
dr, (6)

where ρ is the medium density, c is the speed of sound,
k := ω/c is the wave number, and ∂/∂n denotes the normal
derivative on ∂Ω. By representing un(r) with the nth-frame
driving signals yn, εn(Wn) is reformulated with a Hermitian
matrix A ∈ CL×L as

εn(Wn) = yH
nAyn = xH

nW
H
n AWnxn. (7)

When all the secondary loudspeakers are point sources, the
(l, l′)th element of A can be expressed as [12]

(A)l,l′ =


1

8cρk
J0(k∥rl − rl′∥2) in 2D space

1

8cρk
j0(k∥rl − rl′∥2) in 3D space

, (8)

where rl is the position of the lth secondary loudspeaker, and
J0(·) and j0(·) are 0th-order Bessel function and 0th-order
spherical Bessel function, respectively. Note that εn corre-
sponds to the power of the driving signals of the secondary
loudspeakers when A is IL.

A simple strategy to suppress the exterior radiation power
while reducing noise at the error microphone positions is to
define the cost function as the weighted sum of σn and εn as
follows [13]:

JPenal = σn(Wn) + λεn(Wn), (9)

where λ > 0 is the parameter used to determine the balance
of the two terms. We here defined JPenal as the instantaneous
value instead of the expectation value as in the NLMS al-
gorithm (4). The NLMS algorithm for minimizing JPenal is
derived similarly as

Wn+1 = Wn − µn[G
Hen + (γIL + λA)Wnxn]x

H
n, (10)

with the step size parameter

µn =
µ0

∥GHG+ γIL + λA∥2∥xn∥22
. (11)



IV. PROPOSED ALGORITHM BASED ON RIEMANNIAN
OPTIMIZATION

A. Riemannian Optimization for Exterior Radiation Suppres-
sion

The NLMS algorithm with a penalty term of the exterior
radiation power presented in Sect. III has several issues in
practice. First, although the exterior radiation can be sup-
pressed after the convergence of the adaptive filter, there is
no guarantee that the exterior radiation is suppressed during
the adaptation process. Second, it is not simple to determine
an appropriate parameter λ because it is difficult to explicitly
relate the exterior radiation power after convergence with the
parameter λ.

To overcome the above issues, we propose an NLMS
algorithm based on the Riemannian optimization with an
equality constraint on the exterior radiation power. We define
the optimization problem as

minimize
W∈CL×R

σn(W )

subject to W HAW = CIR, (12)

where C > 0. Again, the optimization problem is defined with
the instantaneous value instead of the expectation value. By
using this equality constraint, we can constrain the exterior
radiation power proportional to the power of the reference
microphones as

εn(W ) = xH
nW

H
n AWnxn = C∥xn∥22. (13)

We represent the equality constraint in (12) as a Riemannian
manifold M on which the control filter W is updated:

M := {W ∈ CL×R | W HÃW = IR}, (14)

where Ã := A/C. Thus, the adaptive algorithm is obtained
for the unconstrained minimization problem of σn(W ) on M.

B. Derivation of NLMS algorithm

The control filter W is regarded as a point on a generalized
Stiefel manifold M. By defining an appropriate Riemannian
metrics for M, we obtain the gradient of the cost function,
grad σn(W ) ∈ TWM, as an orthogonal projection of the
standard gradient ∂σn(W )/∂W ∗ onto the tangent space of
M at W , denoted by TWM [14]. To update W in the steepest
descent direction, an approximate mapping called retraction is
used [14].

The orthogonal projection of U ∈ TWCL×R onto TWM
is defined as [18]

PW (U) = U − ÃWH, (15)

where H is the unique solution of the following Sylvester
equation [19]:

(W HÃHÃW )H +H(W HÃHÃW )

= W HÃU +UHÃW . (16)

Then, the gradient of the cost function is represented as

grad σn(W ) = PW

(
2(GHen + γWxn)x

H
n

)
. (17)
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Fig. 2. Experimental settings. Blue crosses, green dots, and red stars indi-
cate error microphones, secondary loudspeakers, and primary noise sources,
respectively.

Next, a retraction at W ∈ M from V ∈ TWM can be
defined as [20]

RW (V ) =
√
Ã

−1

qf
(√

Ã(W + V )
)
, (18)

where qf(·) denotes the function that returns the Q-factor of
QR factorization when all the diagonal elements of the R-
factor are positive. Note that Ã as well as A is assumed to
be positive definite.

The proposed NLMS algorithm is summarized as an it-
eration of the following steps, starting with an initial value
W0 ∈ M:

1) Compute the gradient grad σn(Wn) in (17).
2) Update Wn+1 = RW (−µn grad σn(Wn)).

We also update the step size parameter µn on the basis of the
power of the reference signal ∥xn∥22 at each iteration according
to (5) as

µn =
µ0

2∥GHG+ γIL∥2∥xn∥22
. (19)

In the above steps, additional computations after calculating
the standard gradient ∂σn(W )/∂W ∗, whose computational
cost O(ML + 2LR) is equivalent to that of the NLMS
algorithm in (4), are necessary at each iteration. The gradi-
ent grad σn(W ) requires O(R3) for solving the Sylvester
equation (16) [21] and O(LR2 + L2R) for the orthogonal
projection (15). The retraction (18) requires O(LR2) for
matrix manipulation and O(R3) for QR factorization. Since
the number of reference microphones R is generally small,
the increase in the total computational cost from (4) is not
large in practice.

V. NUMERICAL EXPERIMENTS

We conducted numerical experiments to evaluate the perfor-
mance of the proposed method in terms of noise reduction and
exterior radiation suppression in a 2D free field. We compared
the NLMS algorithm without exterior radiation suppression
(NLMS), the NLMS algorithm based on the penalty term [13]
(Ext-Penal NLMS), and the proposed method based on the
Riemannian optimization (Ext-Riem NLMS).
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Fig. 3. Noise reduction Pred and exterior radiation εn at each iteration when
the noise frequency was 500 Hz.
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Fig. 4. Noise reduction Pred and exterior radiation εn after 50000 iterations
with respect to frequency.

A. Settings

We assumed that two primary noise sources were placed
at (−3.0, 0.5) m and (3.0, 0.0) m. As shown in Fig. 2,
M = 4 error microphones were set at (±0.5, ± 0.5) m.
L = 12 secondary loudspeakers were regularly placed at the
boundaries of two circular regions with a radius of 1.0 m and
1.2 m. R = 2 reference microphones were assumed to directly
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Fig. 5. Noise reduction Pred and exterior radiation εn at each iteration
(500 Hz) when the amplitudes of the primary noise sources changed after
25000 iterations.

and separately obtain the primary noise signals. The primary
and secondary sources were assumed to be point sources. The
sound speed and medium density were set as c = 343 m/s and
ρ = 1.3 kg/m3, respectively. We also added Gaussian noise
of 40 dB SNR to the reference and error signals at each time
frame.

The parameter γ in σn was set as the value of 10−4

times the maximum eigenvalue of GHG. The normalized step
size parameter µ0 was set to 1.0 for all the methods. The
parameters λ in (9) and C in (12) used for the constraint
on the exterior radiation power were determined so that the
exterior radiation power corresponds to half that obtained by
the NLMS algorithm without exterior radiation suppression,
i.e., NLMS, after convergence. Note that the setting of λ
requires exhaustive search as opposed to the setting of C,
which can be simply determined from the exterior radiation
power of NLMS.

In Ext-Riem NLMS, the noise at the error microphones can
be amplified particularly at the beginning of the adaptation
process, because the control filter can be at a point on M.
Therefore, dn and en are predicted from xn before updating
Wn, and we set yn = 0 when ∥en∥22 > ∥dn∥22 is inferred.

As an evaluation measure for the noise reduction at the error
microphone positions, we define Pred as

Pred =
∥en∥22
∥dn∥22

=
∥dn +GWnxn∥22

∥dn∥22
. (20)

The exterior radiation suppression is evaluated using εn de-
fined in (7). Note that εn accurately evaluates the exterior ra-
diation power in this setting since the secondary loudspeakers
were assumed to be point sources.



B. Results

Fig. 3 shows the moving averaged Pred and εn at each
iteration when the amplitudes of primary sources were 10.0
and 5.0, respectively, and the frequency was 500 Hz. As
shown in Fig. 3(a), Pred was successfully reduced in the three
methods, and its convergence speed was almost the same,
although Pred of Ext-Penal NLMS and Ext-Riem NLMS
were higher than that of NLMS. Meanwhile, the exterior
radiation power εn values of Ext-Penal NLMS and Ext-Riem
NLMS after convergence were almost half that of NLMS as
intended (Fig. 3(b)). In particlar, εn was constant at the target
value in Ext-Riem NLMS from the beginning of the ANC
process, excluding the effect of sensor noise.

The evaluation measures after convergence, which were
averaged over 100 iterations, with respect to frequency are
plotted in Fig. 4. The parameters λ in (9) and C in (12)
were determined at each frequency. The noise reduction per-
formance characteristics of the Ext-Penal NLMS and Ext-
Riem NLMS were slightly lower than that of NLMS at low
frequencies, but their difference was increased at high fre-
quencies. The exterior radiation powers of Ext-Penal NLMS
and Ext-Riem NLMS were almost half that of NLMS for all
the frequencies. Note that the exterior radiation power during
the adaptation process was explicitly constrained only in Ext-
Riem NLMS.

Next, we show the result obtained when the amplitude of the
primary sources was changed from 10.0 and 5.0 to 5.0 and
10.0 at n = 1000 in Fig. 5. Note that ∥xn∥22 remained the
same after the amplitude change. Pred of NLMS was smaller
than those of Ext-Penal NLMS and Ext-Riem NLMS at n =
2000. The exterior radiation power εn was amplified in NLMS
and Ext-Penal NLMS after n = 1000. In contrast, εn of Ext-
Riem NLMS remained the same after the amplitude change,
which can be considered as an advantage of the Riemannian-
optimization-based algorithm.

VI. CONCLUSION

We proposed a multichannel ANC method for suppress-
ing the exterior radiation of secondary loudspeakers while
reducing noise at positions of error microphones. By using
a representation of the exterior radiation power by a quadratic
of loudspeaker driving signals, we derived an NLMS algorithm
based on the Riemannian optimization to update the control
filter with the exterior radiation power constrained to a target
value. The benefits of the proposed method against the method
using a penalty term for the exterior radiation are as follows.
1) The exterior radiation power can be constrained to a target
value during the adaptation process. 2) The parameter for
the constraint can be set in advance (the exhaustive search
for the balancing parameter in the penalty-term-based method
is unnecessary). They are also shown in the experimental
results. The formulation of the adaptive filtering algorithm for
broadband ANC will be a future work.
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