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5G NR mmWave Indoor Coverage with Massive
Antenna System

Syed Hassan Raza Naqvi, Pin Han Ho, and Limei Peng

Abstract: In this paper, we introduce a novel mmWave access ar-
chitecture, called mmWave over cable (mmWoC), for achieving ef-
fective indoor coverage, which is characterized by using an ana-
log modulated relay link to transport the outdoor mmWave signals
to the indoors. To enable an effective mapping of radio signals on
the cable sub-carriers, we introduce non-configurable air-to-cable
(NC-A2C) scheduler that is characterized by its low control com-
plexity and hardware requirement. We will discuss the merits of
the proposed mmWoC access architecture and the NC-A2C sched-
uler, which are further validated via extensive simulations.

Index Terms: mmWave, mmWave indoor coverage, mmWave small
cell (SC), mmWave wireless over cable (mmWoC).

I. INTRODUCTION

ILLIMETER Wave (mmWave) communication is an

emerging 5G cellular technology aiming to meet the
growing requirement on transmission rates and throughput. Par-
ticularly, the mmWave communication beyond 6 GHz has been
employed in 5G NR and extensively investigated by interna-
tional R&D organizations in both industry and academia for fu-
ture cellular technology. Although with its extremely high band-
width, mmWave communication suffers from high propagation
losses due to penetration, reflection, and diffraction, thus caus-
ing reduced link budget as that in the scenario of sub-6 GHz.
Such unique mmWave signal propagation characteristics have
brought up new challenges, where innovative and viable solu-
tions are required to take the best advantage of the high through-
put capabilities in various application scenarios.

Massive small cells (SCs) deployment is considered a promis-
ing technique to improve the overall network capacity via high
spectral reuse. In the cm-wave paradigm, the conventional ap-
proach for achieving connectivity between the base station (BS)
and SCs, commonly referred to as backhaul link, is via optical
fibers. Alternatively, mmWave links can be used to replace the
optical fibers for achieving more flexible and cost effective de-
ployment. The idea has been adopted by the integrated access
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Fig. 1. 5G NR mmWave base station (BS) and small cell (mmSC) configuration
for indoor coverage.

backhaul (IAB) project of 3GPP as a part of 5G NR standardiza-
tion process [1], where in-band backhaul via mmWave links ap-
pears to be an attractive solution and gains extensive interest by
the research community. In this case, the access links between
user equipments (UEs) and SCs share the same radio spectrum
with the backhaul links, where directional beamforming tech-
nique [2] can be used to effectively mitigate the inter-cell inter-
ference and high path loss.

To realize the IAB initiative of 3GPP, the paper investigates
a novel access architecture for effective mmWave indoor cov-
erage in the metropolitan area. An example is shown in Fig.1,
where the mmWave small cell (mmSC) unit, deployed at the top
of a building, works as an analog relay (or repeater) between
the tower-mounted macro cell mmWave base station (mmBS)
and the 5G NR UE:s. In addition to the outdoor UEs, the pro-
posed mmSC is connected with distributed indoor radio units
(IRUs) via multi-pair LAN cables, so as to ensure line of sight
(LOS) transmissions with the indoor UEs. Particularly, a single
multi-pair cable (i.e., CAT 7) contains 4 twisted pairs and can
provide up to a total throughput of more than 10 Gbps (for 100
m cable length) between an IRU and mmSC. Thus, the analog-
modulated version of the mmWave signal is carried to each IRU
that can well meet the targeted data rate of 5G.

The proposed mmWoC architecture for 5G indoor coverage
yields the following merits:

o The design achieves an integrated outdoor and indoor ser-
vice provisioning and is compatible with the conventional
mmWave access network where an mmWave radio link con-
nects an mmBS and an mmSC.
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o The IRU is an all-analog and rate/protocol independent de-
vice without taking real-time configuration and dynamic con-
trol, which bears all the desired features for large-scale de-
ployment.

o The proposed NC-A2C scheduler is novel by initiating a
graceful compromise between the control/hardware complex-
ity and total throughput.
The use of multi-pair LAN cables (i.e., CAT 5/6/7) offers very
cost effective solution as compared with new deployment of
other type of wired media.
The rest of the paper is organized as follows. Section II re-
views the prior arts on mmWave access for indoor coverage.
Section III defines the proposed mmWoC access architecture
that enables LOS transmissions for indoor UEs. System model
is described in Section IV, where as the proposed NC-A2C
scheduler is presented in Section V. Section VI examines the
cable bundle characteristics and demonstrates the numerical re-
sults of the proposed NC-A2C scheduler. Section VII concludes
the paper.

II. STATE-OF-THE-ART
A. Indoor Access Architecture

Identified by European Commission for 5G research in the
Horizon 2020 project, the prime objective of 5G mobile systems
is to achieve high spectral efficiency and ultra high data rate with
low communication latency. The targeted 10 Gbps data rate for
uplink (UL) and downlink (DL) is several folds larger than that
in LTE-A Release 10, thanks to the employment of emerging
technologies such as massive MIMO and small cells (SCs) in
the mmWave spectrum.

The unique characteristic of mmWave channel characteristic
and requirement of LOS transmission would cause significant
difficulty in extending outdoor coverage into the indoor envi-
ronment using the conventional mobile access architecture. De-
ployment of SCs by leveraging the mmWave spectrum beyond
6 GHz band seems to be a viable solution to ease the bandwidth
demand. However, the conventional mobile access network ar-
chitecture, particularly the backhaul links, is not capable of sup-
porting the 5G data rates for indoor coverage, while the deploy-
ment of high speed access networks, such as fiber-to-the-home
(FTTH), would be subject to prohibitively high cost [3].

Shared UE-side distributed antenna system (SUDAS) was
proposed in [4], where the SUDAS indoor unit receives the
signals from an outdoor macro BS on a licensed UHF band
(referred as backend) that are relayed to the indoor users on
mmWave spectrum (called frontend). Although SUDAS uses
mmWave spectrum for indoor 5G coverage, the backend li-
censed UHF link becomes the bottleneck to achieve true 5G
data rates. To improve spectral efficiency and extend 5G NR
mmWave coverage for the non-LOS users, two-hop device-to-
device (D2D) relay was proposed in [5], aiming to significantly
reduce the deployment cost by taking idle UEs as relays. Al-
though serving as a cost-effective approach, it can hardly serve
as a 5G NR solution since the data rate for the non-LOS users
cannot be guaranteed.

In [6], authors proposed to use passive metallic reflectors to
enhance the mmWave signal coverage in the indoor non-LOS

propagation scenario. Various shapes and orientation of reflec-
tors have been examined to achieve the maximal power gain.
However, the measurement setup does not reveal the practical
5G NR setting since the mmWave signal generation was taken
place in an indoor environment and tested in the closed sur-
roundings.

To the best of our knowledge, the use of LAN cable based
relay system for extending the outdoor mmWave coverage to
the indoor environment has not been reported in any literature.

B. A2C Scheduler

A2C mapping was defined in [7] as to determine which an-
tenna signals are carried by each sub-carrier of a specific twisted
pair of the cable bundle, along with the power allocated to the
sub-carrier. Such mapping is necessary to form a signal path
for each antenna for both UL and DL transmissions. The MP-
A2C scheduler introduced in [7] aims to achieve real-time A2C
mapping on a multi-pair LAN cable such that the largest number
of antennas can be supported while meeting the quality require-
ment of the antenna signals.

Fig. 2 demonstrates the basic idea of MP-A2C scheduler on
a single twisted pair. We are given the capacity profile in bits
per second per Hz (bit/sec/Hz) of the twisted pair that is used to
support 50 MHz antenna signals A1-A8 with various capacity
demands ranging from 8 bit/sec/Hz to 2 bit/sec/Hz. Straightfor-
ward allocation of the 8 antenna signals across the cable spec-
trum may lead to poor performance as shown in the bottom of
Fig. 2, where two antenna signals (A7 and A8) cannot be ac-
commodated due to insufficient cable capacity at the frequency
300-400 MHz. Nonetheless by manipulating the translated fre-
quency and power shaping of each antenna signal, all the 8
antennas signals can be accommodated as shown in the top of
Fig. 2.

In the event of multiple twisted pairs, the MP-A2C scheduling
problem becomes more complicated by additionally considering
the FEXT between the antenna signals of the same frequency
while being transmitted along two different twisted pairs of a
common cable bundle.

III. PROPOSED MMWAVE ACCESS ARCHITECTURE

As shown in Fig. 1, the proposed mmWoC based network ac-
cess has each room on each floor to be equipped with an IRU,
which is in turn connected to the mmSC via a cable bundle
with one or multiple LAN cables. Different from SUDAS [4],
mmWave spectrum is used both at front-end (UE — mmSC) and
back-end (mmSC — mmBS), whereas the mmWave signals are
received at mmSC and transported to each chamber via LAN
cable.

Fig. 3 shows the functional diagram of the proposed mm-
WoC based access network. Distinguished from the conven-
tional mmWave coverage solution, the proposed mmSC hosts
a local antenna array (LAA) for outdoor coverage, while the
indoor coverage are provisioned through the IRUs that can be
located up to 200 m away from the mmSC. Particularly, the IRU
is an all-analog indoor device hosting a rectangular antenna ar-
ray that can be accessed by the indoor 5G users via mmWave
transmissions; and it is connected with the mmSC via an inter-
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Fig. 2. An example of MP-A2C scheduler operation for 8 antenna signals on a
single twisted pair.

mediate device called analog relay unit (ARU), which performs
signal amplification, frequency conversion, and interface with
the LAN cables. The transportation of multiple mmWave sig-
nals over the LAN cables is carried out by a non-configurable
air-to-cable (NC-A2C) scheduler that defines which cable sub-
carrier is used to carry a specific mmWave signal of each an-
tenna.

A. Functions of ARU

The functional structure of ARU in the proposed mmWoC
access architecture is shown in Fig. 4. The ARU is in an IRU lo-
cated at the roof of the chamber and hosts 4 rectangular antenna
arrays (with multiple antennas per array for analog beamform-
ing) and are driven by 4 RF chains; while the mmSc is located
100m away from the IRU that also contains an ARU as the inter-
face for the mmSC to access the cable spectrum with an achiev-
able channel bandwidth fp,,x of 400 MHz along each twisted
pair. The bandwidth allocated to each antenna in the mmWave
spectrum is assumed to be 100 MHz (i.e., A frr = 100 MHz),
which means each twisted pair may support up to 4 antenna ar-
ray signals!. Without loss of generality, the following discussion
considers UL of 4 antenna array signals £ — x4 transported over
a twisted pair TP1, while the DL is likewise.

The ARU at the IRU receives the 4 mmWave signals x1 — x4
of the carrier frequencies frp through the 4 antenna arrays, as
shown in Fig 4. To avoid interference among the mmWave sig-
nals x1 — x4, analog precoding is considered in this paper where
precoding is achieved through phase shifters only [8],[9]. The
signals 1 — x4 are firstly down-converted to intermediate fre-
quencies (IF) denoted as frr,, frm. -, frr,, that fall under
the achievable channel bandwidth fy,,.x of TP1. The IF signals

INote that the mmWave spectrum bandwidth A fr in 5G NR ranges from
50 MHz to 400 MHz, however here we consider A frr = 100 MHz just as an
example to describe the ARU functionality.
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Fig. 3. Functional diagram of the proposed mmWoC based access network
architecture for indoor coverage.

x1 — x4 are further power-shaped with a pre-defined power scal-
ing, which are then frequency-multiplexed to form a single com-
posite signal that can be transmitted over TP1.

This composite signal is received by the ARU of the mmSC
and fed to an analog IF band-pass filter bank, where the pass-
band of each filter is considered to be 100 MHz and the cen-
tral IF frequencies for the signals x1 to x4 are frp,, frr,, -,
frr,. Then the mmWave signals are restored after undergoing
another frequency conversion stage where the IF signals are up-
converted to the mmWave spectrum with frequency frp.

B. NC-A2C Scheduler

Although MP-A2C scheduler defined in [7] can achieve opti-
mal performance, it imposes stringent requirements on the sys-
tem control and is not feasible in the mmWave scenario. Since
the radio channel conditions in mmWave spectrum fluctuate
rapidly with time, the scheduling decision has to be made in
every time frame that causes significant computation overhead.
Further, a scheduling decision should be conveyed timely to the
IRU so as to configure the active devices in the IF-to-RF convert-
ers along the signal path such as amplifiers, frequency mixers,
filters. Hence an active real-time signaling protocol is required
between the mmSC and IRU to practically implement the MP-
A2C scheduler.

In the proposed mmWoC access architecture, we employ a
novel non-configurable A2C (NC-A2C) architecture that is char-
acterized by the fixed mapping between the mmWave RF sig-
nals and cable sub-carriers. By taking Fig. 4 as an example,
the mmWave signal x; received at the first antenna of the IRU
is always mapped to the central frequency f; of TP1 and goes
through the predefined analog processing operations including
frequency conversion and power shaping. These analog opera-
tion on x; is disregard with how x; is modulated according to
the fluctuating channel.

Clearly, the use of analog processing units that are not dynam-
ically configurable is expected to not only achieve considerable
cost reduction, but also avoid the high computational complex-
ity and real-time control signaling effort between the mmSC and
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Fig. 4. Functional architecture of ARU at IRU and mmSC for uplink.

IRU. In specific, the NC-A2C has all the analog devices in the
ARU to be one-time configured as if all the antenna signals are
highest modulated prior to the operation, and these configured
parameters are kept constant afterward.

Obviously, NC-A2C gains all the mentioned advantages at
the expense that some cable capacity may be wasted when any
antenna signal takes a lower modulation. Such a trade-off will
be of interest and well investigated in the rest of the paper.

IV. SYSTEM MODEL

Without loss of generality, we take UL transmission to
demonstrate the system model of the proposed mmWoC access
architecture. The number of total UEs is denoted as Nyg =
N1+ N+ N3+ Ny, and each UE sends one data stream to IRU

variance o2 at each antenna of IRU.
Assuming w!, is the value of phase shifter of kth antenna in the
ith RF chain at IRU, the corresponding receive analog beam-
forming vector for ith RF chain at IRU can be written as

wi = [wi,wi, - wi]T. 3)
Hence, the K x Ny block diagonal analog beamforming matrix
at the IRU is comprised by K antennas arrays as

W = blkdiaglwy, wy, -+, Wi, ]- )

The signal s at the IRU in Fig. 5 after the receiver analog beam-
forming matrix is

Nugp
by forming an analog beam and corresponds to a single radio S=W [Hye_ru)is: + Wi,
signal, where IN; denotes the number of radio signals that can be =1
mapped over twisted pair ¢. The IRU hosts Nrr RF chains with Nug

K antennas attached to each RF chain, hence the total number of
antennas to serve Ny g UEs are Ny = K Ngrp. Here, we have
assumed that the number of users that IRU can support is limited
by the number of RF chains, i.e., Nygp < Nrpr. Assuming sin-
gle data stream from each user and same transmission frequency
for all the UEs (i.e., frF), the transmitted signal from the [th UE
to IRU is given by

s; = frrudi, (0

where frp; € CE*! and d; € C'*! are the transmit analog
beamforming vector and data symbol from the /th UE, respec-
tively. The transmit signal power P, from /th UE is constrained
by E[||s;]|?] < P;. The received signal § at the IRU is

NUE NUE
s= Y [Hugswulisi + 0o = [Hugwulifeed; + .
=1

1=1
(2)
Here, [Hyg_iru); € CYU*K is the indoor mmWave channel
matrix from the /th UE to IRU, while i, € CNv*! is the addi-
tive white Gaussian noise (AWGN) vector with zero mean and

WHuygoru)ifre,d; + ng
1

l

2
S

U

hj'd; + n, (5)

=1

dy
do

= [h(f htll h7VUE] +n,

dNUE
=H,d + Ng,

here n, = Wn, and hf = W[Hyg_,iru]ifre, is the effective
channel vector between the /th UE and IRU. In this paper, we
have assumed that analog beamforming is achieved only through
phase variation, therefore all the values of transmit and receive
analog beamforming matrices can be written as 7% where 6 €
[0, 27] is the phase of the phase shifters.

Let each cable sub-carrier be equally spaced with band-
width A feqpie, where a number of Np = |[BWe /A feabie ]
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Fig. 5. System model for uplink transmission via mmWoC architecture.

sub-carriers per cable are in place. Thus, the cumulative ca-
ble bandwidth (summation of achievable bandwidth over each
twisted pair) is BW . Let the coherence bandwidth over a single
mmWave radio channel and the number of radio sub-channels
be denoted as A f,;- and Ngp = |BW5a /A fair |, respectively,
where BW;5¢ is the available mmWave spectrum bandwidth.
To launch the antenna signals on the cable sub-carriers,
the RF—IF frequency converter corresponding to each an-
tenna at the IRU should be well tuned based on the NC-
A2C scheduling decision. Let the low-noise amplifiers (LNA)
and mixers in the IRU be tuned at the frequency frp €

{fRFlv"'7fRFN1»fRFN1+17"'7fRFN2a"'afRFN4 , SO as to
down covert each UE signal to different IF such as frp €

{fIFp s JrEn s f1Eny s IRy fIE, } while the
central frequency of bandpass filters are accordingly set to f;p
as well. All the tunable components in the IRU are configured
prior to the installation and once configured, and the antenna
mmWave signals are pre-configured to map to fixed cable sub-
channels of a given twisted pair.

The RF—IF converters in Fig. 5 perform down-conversion on
the received RF signals s, which are then power shaped accord-
ing to a block diagonal matrix B. This power shaping matrix
B should be designed so as to minimize the far end crosstalk

(FEXT) among the twisted pairs. Let the received IF composite
signal vector at the mmSC be denoted as x € CNvE | which can
be further expressed as:

x =H:Bs + n,, (6)

where H, € CTeNcNexTeNeNr jg the frequency-dependent
cable channel between the IRU and mmSC, and n, ~
CN(0,021) is the AWGN with power spectral density (PSD)
a%. The cable binder contains T LAN cables with N twisted
pairs each. The orthogonal sub-carriers in a cable binder can
be mathematically modeled as a block-diagonal matrix with Ng
diagonal elements

HC = dlag I:Hc’l, Hc,?v ) HC,NF]’ (7)

where H, ;, represents Tc N¢ X T No MIMO cable channels
across the kth sub-carrier. Here the diagonal elements of H, ;.
shows the direct link between the IRU and mmSC, while the
off diagonal terms represent the FEXT coefficients among cable
binder pairs across the kth sub-carrier [10], [11]. The capacity of
a cable binder depends on the number of LAN cables in a binder
(i.e., Tc), LAN cable type (CATS5/6/7), cable binder length and
achievable transmission bandwidth over each twisted pair. The
measurements results for 100 m, 125 m, 150 m, 175 m, and
200 m CAT-5, CAT-6, and CAT-7 cables can be found in [10].
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At the mmSC, the IF—RF converters are tuned such that
the RF frequencies of the oscillators are are set to frp €

{fRF17"'7fRFN17fRFN1+17'"7fRFN2a"'7fRFN4}, SO as to

achieve all the signals with same mmWave frequency as f RF-

The identical analog beamforming is applied between
mmSC — mmBS as in UE — IRU, and the received signals af-
ter beamforming at the mmBS can be expressed as:

y = Hax +n;. ®)

Here, H; € CNveXNus g the effective channel matrix between
the mmSC and mmBS after analog beamforming, where its di-
agonal components represent the channel gains between the RF
chains of the mmSC and mmBS. All the signals are scaled at the
mmSC such that the transmit power is compliant with the ITU
standard defined for inter-site distance between the mmSC and
mmBS. The AWGN n; ~ CN (0, 02I) with flat PSD (i.e., 02)
is assumed at the antenna array of the mmBS.

A. mmWave Radio Channel Model

Two separate mmWave links are defined in the proposed mm-
WoC architecture. One is the outdoor LOS mmWave radio link
between the mmBS and mmSC that forms back-end (BE) access
to the core network and represented by Hj in (8). The other is
the indoor LOS mmWave radio link H, in 5.

The sparse geometric channel model [12] is used in this pa-
per for both indoor and outdoor LOS mmWave Radio channels.
This is a widely used mmWave channel model that describes the
radio channel in terms of physical rays between the transmitter
and receiver, hence also called ray-based channel model. The
general channel vector between the transmitter and antenna u of
the receiver is

L
hu = Z 6u,paH(0u,p) S CNU ><1, (9)
p=1

such that 3, , is the complex path gain from the user to the
uth antenna along the pth path, where L is the total number of
paths from the transmitter to the antenna element u of the re-
ceiver. The angle of arrival (AoA) at the uth antenna for each
path p is 6, ,, which is assumed to be uniformly distributed
Oup ~ U0, 2m). The received steering vector a(f,, ) is
a(au,p) — [1 ejfrsin(Gu,p) ejﬂ'(NU—l)sin(Ouyp)]T. The
propagation constant 3, ,, in (9) is based on the geometric path
loss model given by 3, , [dB] = «(f.) + v10log1o (dsp) + &,
where «(f.) is the frequency dependant path loss constant, ~
is the path loss exponent, d3p is the 3D Euclidean distance
between the transmitter and receiver, and ¢ is the log-normal
shadow fading coefficient.

The 28 GHz band has been used in this paper for outdoor
mmWave link between the mmSC and mmBS. The motivations
behind this choice are; 1) there is a vast amount of under-utilized
licensed mmWave bands around 28 GHz that can support 500
m inter-site distance, 2) a multi-path environment still exists as
compared to higher frequency bands such as 60 GHz, and 3) the
3GPP LTE functionalities can be reused by allowing 28 GHz
band as a backhaul link since the LTE physical layer was orig-
inally designed to work up to 40 GHz for SC backhaul links.

The 5GCM urban macro LOS (UMa-LOS) model [12] has been
considered to realize the outdoor mmWave radio link between
the mmBS and mmSC, hence the path loss coefficient «( f.) is
expressed as:

ammSC—)7ntS(fc) =324 + 2010910(fc), (10)

where Vmsc—mmpBs = 21. The indoor mmWave radio chan-
nel between the UEs and IRU is modeled in this paper using
the mmMAGIC model, which is applicable for an indoor office
environment for the mmWave spectrum ranging from 6 GHz to
100 GHz. The path loss for the indoor LOS and NLOS channels
are expressed as

oo 1 ppr (Fe) = 324+ 20logio(f.), (11)
NLOS LOS NLOS
agEs%I)RU (fe) = max(angslIRU (fe), angs%I)RU (fe)),
(12)
o pr (fo) = 17.3 + 24.900g10( f.). (13)

The Yy gs—rru = 17.3 for both LOS and NLOS scatters. The
mmWave radio channels for mmSC — mmBS and UEs —
IRU in (8) and (5) become:

H(E: [h17h27"'ahu7" ]T

s hny (14)

T

Ha = [hlvh% o ‘7hua o 'vhNU]

Due to effective analog beamforming, all the indoor and outdoor
signals are assumed to be spatial multiplexed without effecting
the channel gains, hence the effective channels H; and H, be-
come diagonal channels in which the channel gain between each
transmitter and receiver antenna pair lies on the main diagonal.

s)

B. Transmission Rates over mmWave Spectrum

The transmission model used in this paper is based on 5G
NR specification, where u as A fscs = 2#.15 kHz define the
sub-carrier spacing (SCS). The parameter p ranges from 2 to
4 for various deployment scenarios, i.e., indoor, outdoor and
small cell [13]. Each physical resource block (PRB) contains
NIB sub-carriers and the radio channel is assumed to be flat
across all the sub-carriers in a PRB. The sub-channel band-
width for one PRB can be computed as Af = NEBAfoog =
NEB2k 15 kHz.

The achievable SINR of the mmWave effective physical link
can be closely approximated by the path loss model of the con-
sidered scenario. The SINR [SINRs¢],, -, Vu € {1, -+, Nyg}
and Vr € {1,---, Nr}) for sub-channel r corresponds to multi-
ple A f resource blocks over a single OFDM symbol duration in
5G and can be computed as

PL;,tPu’u

Y PLyPui+ AfNy
l#u

[SINR;sG ]y, (16)

where P, ; is the signal power from transmitter [, A f Ny is the
thermal noise, and P L,, ; represents the linear path loss between
transmitter / and receiver u, which can be further expressed as

PLu’l = Oé(fc) + ’)’1010910 (ng) . (17)
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Since all the channels between transmitter and receiver in

mmWave spectrum are considered to be spatial multiplexed, the

interference in (16) can be ignored and the SNR at the receiver

would be

PL;}LPWL
AfNy

Also BW5q is considered to be flat across A f, thus, the cor-
responding bit rates (Rsg € RNUEXNr) are assumed to be
quasi-constant within a sub-channel A f. The bit rate on each
sub-channel Af over a single OFDM symbol duration, i.e.,
[Rsc], ,» can be computed as:

[SNRSG]u,T = (18)

[Rscl,, = [logz (1 + [SNRscur)] - (19)

V. A2C PROBLEM FORMULATIONS
A. NC-A2C Problem: Pnc—aA2c

We formulate the NC-A2C optimization problem with an ob-
jective to maximize the number of cable sub-carriers with the
capacity of 8 bits/sec/Hz. The following optimization variables
are required for the NC-A2C problem:

e Tp ) is an assignment variable, which is 1 if sub-carrier
k € {1,---,Nsc} can achieve a spectral efficiency of 8
bits/sec/Hz and O otherwise.

e P, is for allocating power to the kth sub-carrier of the nth
cable pair.

e I, 1 is for computing interference on the kth sub-carrier of
the nth cable pair.

Given the cable channel matrix (i.e., H, with hﬁ”" as the direct

channel gains and hﬁl*k as the off-diagonal channel gains), the

NC-A2C optimization problem can be defined as follows:

TcNce Nsc
A AR I IR
subject to:
Tnk € {0,1}, Vn,Vk (20a)
Tnk = Tnk+1, Vn,Vk (20b)
0< P,k < Tp ok Praxs Vn,Vk (20c)
Nsc
> P,y <Pr, Y (20d)
k=1
Pyl 12 > Bk + 0&) — (1 — 2y 6) M ¥,V (20e)
TeNe
Lk= > Puxlhl *]%, Vn,Vk  (20f)
n'=1,n'#n

where,n € {1,---,TcN¢}t, k € {1,---,Np}, and M is a very
large number. [ is the SINR threshold for achieving a spectral
efficiency of 8 bits/sec/Hz and o2 is the noise power per sub-
carrier of the cable. The sum of the power of all sub-carriers for
each twisted pair is constrained by the total transmit power (i.e.,
Pr), leading to the fact that the maximum power of the transmit-
ted signals over the cable is also constrained by the maximum
power spectral density (i.e., Py, < Prax).

The constraints (20b) ensure that the spectral efficiency is
monotonically decreasing with the increase of frequency. The
constraints (20c), and (20d) ensure that the transmit power over
each cable sub-carrier is not higher than the specified values.
The constraints (20e) and (20f) are for computing appropriate
power and interference, respectively. Note that if x, ; = 0,
the inequality (20e) is true for all values of P, ; and I,, , be-
cause the right hand side has a very large negative value. On the
other hand, if z,, ;, = 1, the inequality states that P, j, |h27k |2 >
B(I + oZ) and this is exactly desired.

Note that different from the MP-A2C optimization formu-
lation in [7], the NC-A2C scheduler is designed to maxi-
mize the copper channel bandwidth for spectral efficiency of 8
bits/sec/Hz.

B. MP-A2C Problem: Prrp_ a2c

MP-A2C attempts to maximize the number of cable sub-
carriers with a capacity of either 2, 4, 6, or 8 bits/sec/Hz, de-
pending on the input antenna signal modulation schemes. In ad-
dition to all the variables defined for the NC-A2C formulation,
the following additional optimization variables are required in
the proposed MP-A2C formulation:

. fo , 1S an assignment variable, which is 1 if sub-carrier
k € {1,---,Ngc} can achieve a spectral efficiency of b
bits/sec/Hz and is O otherwise.

Given the cable channel matrix (i.e., H, with hz”f as the di-
rect channel gains and hQIJ“ as the off-diagonal channel gains),
the MP-A2C optimization problem is defined as follows:

TcNc Nsc
Prip—_asc maximize b;pz ‘
{mz,,k}a{Pn,k}a{In,k}gl; ’nz::l kz::l 7k
subject to:
xl;L,k € {Ov 1}7 Vb, VH,VI{J
(21a)
b <1 Vi, Vk
Vb
(21b)
Z bx?b,k 2 Z bxlr)z,k+1a Vn, Vk
Vb Vb
(21¢)
0<Pni < (Z xfhk)Pmaxv Vn, Vk
Vb
(21d)
Nsc
Z Pn,k S PTa V’I‘L
k=1
(21e)
P o W12 > By (Log + 02) — (1 — 2, 1) M,¥b, ¥, Vk
(21
TcNe
In,k = Z P’n/,k‘hz ’k|27 Vn’Vk
n’'=1,n'#n
(21g)

where, b € {2,4,6,8},n € {1,---,N¢} k € {1,---,Np},
M is a very large number, and 3, is the SINR thresh-hold for
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Table 1. 5G NR physical layer parameters for space frequency resource
allocation.

50 MHz
TDD
BPSK, QPSK, 16-QAM
64-QAM, 256-QAM

5G user BW (BWs¢)

Duplexing scheme

Modulation scheme

Sub-carrier spacing
parameter (1)

3 (for mmWave spectrum)

Sub-carrier spacing 120 kHz

(Afscs)
No. of sub-carrier per PRB 12
(N2EP)
Sub-channel bandwidth
(Af)
OFDM symbols/sub-frame

subframe
( symb )

NSIEBAfscs= 1.44 MHz

8 x 14

Sub-frame duration 1 ms

(Tsubframe)

Path loss constant («( f;)) (10) for outdoor

(11), (12), (13) for indoor

21 for outdoor
17.3 for indoor
Shadow fading coefficient N (0, %) with
9] o = 4 dB for outdoor
o = 3 dB for indoor (LOS)

o = 8.03 dB for indoor
(NLOS)

Path loss exponent ()

achieving a spectral efficiency of b bits/sec/Hz. The constraints
(21b) ensure that only one bit rate is assigned over each cable
sub-carrier, whereas the constraints (21c) ensure that the spec-
tral efficiency is monotonically decreasing with the increase in
frequency.

VI. PERFORMANCE EVALUATION

The performance of NC-A2C in the proposed mmWoC ac-
cess architecture is evaluated and compared with the case of
MP-A2C [7] that is considered the optimal scenario of cable
spectrum resource usage in presence of fluctuating air channels.
We are interested in observing the compromise achieved by NC-
A2C in terms of total throughput and the number of antennas at
the IRU.

A. Physical Layer Parameters

The IRU is assumed to be installed at the center of the roof
of a space with 100 m radius. The 28 GHz mmWave band is
used between the mmSC and mmBS as the outdoor backhaul
inter-site channel, whereas the channel gains are modeled using

Table 2. LAN cable physical layer parameters.

Multi-pair cables CAT-5 and CAT-7
Number of twisted pairs/ cable 4
(ITeNe)
Cable lengths 100 m, 150 m, and 200 m
Cable bandwidth (BWapie) 500 MHz
Sub-carrier bandwidth (A f) 1.44 MHz
Sum power per line (Pr) 7.5 dBm
Maximum transmit PSD mask —70 dBm/Hz
(Prax)
Cable noise PSD (o) —140 dBm/Hz

(9), (10), and (15). The indoor mmWave spectrum is assumed
to be 40 GHz, where (9), (11), (12), (13), and (14) are used
for channel modeling. Table 1 shows the 5SG NR physical layer
and transmission parameters considered in this simulation. Time
division duplex (TDD) is employed as the duplexing scheme,
while the modulation schemes defined under LTE are taken, i.e.,
BPSK, QPSK, 16-QAM, 64-QAM, and 256-QAM, which cor-
responds to 1, 2, 4, 6, and 8 bits/sec/Hz of required capacity
efficiency. The 5G NR numerology for mmWave coverage is 3
(i.e., 4=3), which results in a sub-carrier spacing A fgog equal
to 120 kHz (Afscs = 2*.15 kHz). Thus, the channel band-
width for one physical resource block (PRB) (NEBA fscs) is
1.44 MHz since one PRB contains 12 sub-carriers in the fre-
quency domain. For 5G NR, 8 slots? is contained in each sub-
frame with 1 ms duration (i.e., Tsubframe_ | ms), hence the
OFDM symbols per sub-frame is 112.

To the best of our survey, there has no any explicit measure-
ment result on cable binders reported in the literature. Thus the
study firstly conducted a set of experiments to gain its basic
channel characteristics, specifically the H matrix of the cable
binder that is required in the NC-A2C scheduling problem for-
mulation. The experiment settings and results are given in the
Appendix.

Table 2 summarizes the physical layer parameters of the cop-
per cable bundle employed in the section. The maximum us-
able channel spectrum over a LAN cable is obtained by limit-
ing the transmission power of a sub-carrier and sum power per
line to -70 dBm/Hz and 7.5 dBm, respectively. In NC-A2C,
we require all the sub-carriers to be with a spectral efficiency
of 8 bits/sec/Hz which corresponds to the highest modulation
scheme for 5G NR, i.e., 256-QAM, while the spectral efficiency
in MP-A2C can be adaptive to the air channel condition in the
spectrum of 500 MHz.

The two problems Pnc—a2¢c and Parp_ a2c¢ are solved
by using a commercially available linear integer programming
solver (SCIP [14]), where the modulation schemes taken by the
input antenna signals are randomly picked up among 1, 2, 4, 6,
and 8 bits/sec/Hz.

As shown in Figs. 6 and 7, the proposed NC-A2C achieves
lower throughput and supports smaller numbers of antennas than

20ne slot contains 14 OFDM symbols with normal cyclic prefix (CP).
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Table 3. The number of 50 MHz cable sub-channels with spectral efficiency of

8 bits/sec/Hz.
Scheduler | Cable Cable length
type type | 100m | 150 m | 200 m
CAT-5 21 11 7
NC-A2C
CAT-7 26 16 11
CAT-5 14 10 6
MP-A2C
CAT-7 20 14 10

14 !
[ cable Length = 100 m
I cable Length =150 m
12H [ cable Length = 200 m
@ 10
Q
e}
9
28
Q
©
Q
3
P 6
2
o
o
4
2
0
NC-A2C CAT-5 NC-A2C CAT-7 MP-A2C CAT-5 MP-A2C CAT-7
Deployment scheme
Fig. 6. Cable capacity (in Gbps) achieved by all the considered scenarios.
40
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S 15
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5

NC-A2C CAT-5

NC-A2C CAT-7 MP-A2C CAT-5 MP-A2C CAT-7

Deployment Scheme

Fig. 7. The number of antennas supported in all the considered scenarios.

that by MP-A2C in all the considered scenarios. This is driven
by the fact that NC-A2C ensures the highest possible spectral ef-
ficiency (i.e., 8 bits/sec/Hz) for every cable sub-carrier, no mat-
ter whether necessary or not. Further, we see that with longer
distance of the cable, the cable capacity and number of anten-
nas are both significantly reduced; and the use of CAT-7 cables
provides over 20% performance boost against the case of us-
ing CAT-5 cables. Fig. 8 shows the total power allocated to the

14 T T T T

Cable Length: 100 m
Cable Length: 150 m
Cable Length: 200 m

Cable sum power [dBm]

NC-A2C CAT-5

NC-A2C CAT-7 MP-A2C CAT-5 MP-A2C CAT-7

Deployment scheme

Fig. 8. The sum power (in dBm) on the cable in all the considered scenarios.

cable (containing 4 twisted pairs with 7.5 dBm sum power per
line) in each considered scenario, where we see that the cables
with MP-A2C are always allocated with larger total power. This
is due to the possible accommodation of antenna signals with
capacity efficiency less than 8 bits/sec/Hz.

Table 3 shows the experiment result in terms of the achiev-
able number of sub-carriers of 8 bits/sec/Hz over the cable,
where MP-A2C is naively used in a non-configurable IRU thus
only 8 bits/sec/Hz sub-carriers are usable. NC-A2C is seen to
yield significantly more such sub-carriers than that by MP-A2C,
thanks to the fact that NC-A2C concentrates its power allocation
to the low-frequency sub-carriers given the total power budget.

VII. CONCLUSIVE REMARKS

This paper investigated a novel mmWave access architecture,
called mmWoC, for achieving effective mmWave indoor cov-
erage. The proposed mmWoC architecture is characterized as
an all-analog relay based solution where an outdoor mmBS is
connected to an mmSC at the building roof top via an mmWave
link, and the mmSC is further connected to an indoor IRU of
an massive antenna array via a multi-pair LAN cable that provi-
sions mmWave access to the indoor UEs. A novel radio resource
mapping scheme was defined, called NC-A2C scheduler, which
determines how the mmWave antenna signals are mapped to the
sub-carriers of the LAN cable along with their power alloca-
tion. It is demonstrated that the NC-A2C can achieve numerous
advantages over its counterpart (i.e., MP-A2C) in the aspect of
control and hardware complexity at the expense of compromised
total throughput, which can well incorporate with the proposed
mmWoC architecture for real implementation.

APPENDIX
CABLE BUNDLE MEASUREMENT

In the multi-pair LAN cable measurement, we considered a
cable binder of 2 LAN cables with 4 twisted pairs in each ca-
ble and 50 m in length, where both inter (between the two LAN
cables) and intra (within a single LAN cable) cable crosstalks
are in place, as shown in Fig. 9. The simulation frequency range
is set up to BW¢o = 1 GHz. The inter and intra coupling of
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the cable binder is denoted by Coupling(ji), where "i" and
"5" represents the disturber and victim cable, respectively, and
the coupling could be due to far end crosstalk (FEXT) or near
end crosstalk (NEXT). For example, FEXT(12) shows the inter-

cable FEXT on cable 1 by cable 2.
To properly setup the measurement environment, following
devices and equipment are used:

1. Agilent 2/4 port PNA-X network analyzer (PNA) N5242A:
Measure S-parameters to characterize any two-port net-
works such as amplifiers and filters.

2. 2 port calibration kit NA-4691-60008: Remove the effects
of systematic errors from the measurements.

3. High frequency Balun transformer NH16447: Transform
signals between the coaxial cable (that connects to NA ports)
and twisted pair.

In our measurement setup, IL is measured between the opposite
ends of a single twisted pair (TP) in a cable binder contains mul-
tiple TPs. For example, to measure the IL of TP1, one end of
TP1 is connected to port 1 while its opposite end is connected
to port 4 at NA. The IL between two ends of a twisted pair is
measured by S-parameter S4; on PNA. To measure FEXT at
TP2 when signal is transmitted from TP, the TP1 and TP2 are
connected to port 1 and port 4 respectively. The FEXT between
pair 1 and pair 2 is measured by S-parameter S4; on PNA. While
measuring IL and FEXT, all the ends of remaining TPs are prop-
erly terminated using 50 SMA resistors.

The measurement results for the insertion loss (IL) versus FEXT
are shown in Fig. 10, where IL is reduced to -40 dB when the
signal frequency reaches 1 GHz, while the FEXT is approxi-
mately the same. With these results, it can be easily proved that
the achievable capacity for 50 m cable binder is 60 Gbps over 1
GHz frequency spectrum.
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Fig. 9. Cable binder with 2 CAT-5 LAN cables connected between IRU and mmSC.
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b. MIMO IL and Inter Cable FEXT(12)
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Fig. 10. IL Vs FEXT for Cable binder with 2 CAT-5 LAN cables of 50m length.



