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Achievable Zero-Error Rate Regions using Novel
Location Assisted Coding (LAC) for Short Range

FSO Communications
Thuan Nguyen, Duong Nguyen-Huu, and Thinh Nguyen, Senior Member, IEEE

Abstract: Recent free-space optical (FSO) communication tech-
nologies have demonstrated the feasibility of building WiFO, a high
capacity indoor wireless network using the femtocell architecture.
In this paper, we introduce a cooperative transmission framework
using location assisted coding (LAC) technique to increase the over-
all wireless capacity. For a given network topology, LAC pro-
vides three different schemes with different coding/decoding pro-
cedures. Based on these schemes, achievable zero-error rate re-
gions for WiFO using LAC will be characterized. Both numerical
and theoretical analyses are given to validate the proposed coding
schemes.

Index Terms: Achievable rate regions, coding, free space optical
communication, wireless network.

I. INTRODUCTION

THE number of wireless devices are projected to continue to
grow significantly in the near future, fueled by the emerg-

ing markets for smart homes and the Internet of things (IoT).
However, such an increase is anticipated to be hindered by the
limited radio frequency (RF) spectrum. On the other hand, re-
cent advances in free space optical (FSO) technology promise
a complementary approach to increase wireless capacity with
minimal changes to the existing wireless technologies. The solid
state light sources such as lighting emitting diode (LED) and
vertical cavity surface emitting laser (VCSEL) are now suffi-
ciently mature that it is possible to transmit data at high bit rates
reliably with low energy consumption using simple modulation
schemes such as on-off keying. Importantly, the FSO technolo-
gies do not interfere with the RF transmissions. However, such
high data rates are currently achievable only with point-to-point
transmissions and not well integrated with existing WiFi sys-
tems. This drawback severely limits the mobility of the free
space optical wireless devices.

In [1]–[4], the authors proposed an indoor WiFi-FSO hybrid
communication system called WiFO that promises to provide
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orders of magnitude improvement in bandwidth while maintain-
ing the mobility of the existing WiFi systems. WiFO aims to
alleviate the bandwidth overload problem often associated with
existing WiFi systems at crowded places such as airport termi-
nals or conference venues. WiFO modulates invisible LED light
to transmit data in localized light cones to achieve high bit rate
with minimal interference.

In this paper, our contributions include: (1) A significant ex-
tension of the novel cooperative transmission scheme [4], also
known as location assisted coding (LAC) scheme that takes ad-
vantage of the receiver’s location information to achieve high
bit rates; (2) characterization of the multi-user achievable zero-
error rate regions for the proposed channel using the proposed
LAC. We note that the zero-error capacity is the fastest rate that
the information can be transmitted without error. This is differ-
ent from the classic Shannon capacity which is the rate where
the error can be made arbitrarily small. The zero-error capac-
ity is smaller than the classic Shannon capacity. We also note
that there might be other coding techniques that can enlarge the
achievable rate region. As such, the results of this paper can
be viewed as an inner bound of the zero-error capacity region.
In addition, the proposed coding is a single-letter coding tech-
nique. We avoid using multi-letter coding techniques to simplify
the WiFO transceiver hardware, and to enable WiFO to operate
at faster speeds with lower delay and power consumption, even
though multi-letter coding technique can potentially enlarge the
achievable rate region.

II. RELATED WORK

From the FSO communication perspective, our work is re-
lated to several studies on FSO/RF hybrid systems [5]–[8]. The
majority of these studies, however are in the context of outdoor
point-to-point FSO transmission, using a powerful modulated
laser beam. To obtain high bit rates and spectral efficiency,
many FSO communication systems [9] use sophisticated mod-
ulation schemes such as phase-shift keying (PSK) or quadra-
ture phase-shift keying (QPSK) [10], [11] or quadrature ampli-
tude modulation (QAM) [12], [13] or pulse position modulation
(PPM) [14], [15]. However, these modulation schemes pay high
costs in power consumption, complexity, and additional sensi-
tivity to phase distortions of the received beam [16]. In contrast,
taking the advantage of high modulation bandwidth of recent
LED/VCSEL and short-range indoor transmissions, our work
uses simple pulse amplitude modulation (PAM) [17], specifi-
cally on-off keying which results in simplicity and low power
consumption.
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From the coding’s perspective, the proposed LAC technique
in WiFO is similar to MIMO systems that have been used widely
in communication systems to improve the capacity [18]–[24].
Both LAC and MIMO techniques use several transmitters to
transmit signals to achieve higher capacity. However, using
multiple transmitters at the same time can also cause interfer-
ence among transmissions to different receivers if they are in
the same transmission range. As such, a MIMO receiver typi-
cally receives signals from multiple transmit antennas and these
signals are intended for that particular MIMO receiver at any
time slot. On the other hand, in WiFO, multiple transmitters
transmit the joint messages simultaneously to multiple WiFO
receivers, rather than a single receiver. By taking advantage of
the known interference patterns using the receiver location in-
formation, LAC technique can help WiFO receivers to decode
each message independently in presence of interference. We
note that a special case of LAC technique was first introduced
in [4]. In this paper, we extend and improve the LAC technique
to obtain higher rates.

We note that our problem of characterizing the achievable
zero-error capacity region appears to be similar to the well-
known degraded broadcast channels (DBCs) [25], [26] whose
capacities have been established. However, WiFO channel is
not a DBC, and thus the well-known results on DBC are not ap-
plicable [27]. In addition, the WiFO channel is a special case
of deterministic discrete memoryless broadcast channels (DM-
BCs) [28]. The achievable inner bound (Shannon) capacity re-
gions for deterministic DMBCs have been studied previously.
On the other hand, no explicit coding method to achieve these
inner bounds was given [28]. In contrast, our work considers
the zero-error capacity rather than the classic Shannon capacity.
Our work also provide an explicit constructive coding technique
using the short length codewords. Consequently it is computa-
tional efficient and resulted in short coding delay.

Finally, our work appears to be similar to analog network cod-
ing (ANC) [29], [30]. Using ANC, a receiver has access to the
side information and uses it to increase the transmission rate.
On the other hand, using LAC, a receiver does not need side
information. Instead, the AP has all the data wanted by all the
receivers and their locations. It uses this information to encode
the bits in a way that allows simple decoding at the receivers.

III. PRELIMINARIES: OVERVIEW OF WIFO
ARCHITECTURE

To transmit data, each FSO transmitter creates an invisible
light cone about one square meter directly below in which the
data can be received. Fig. 1(a) shows a typical coverage area of
WiFO using several FSO transmitters. Digital bits “1” and “0”
are transmitted by switching the LEDs on and off rapidly. For
the general PAM scheme, signals of more than two levels can
be transmitted by varying the LED intensities. The switching
rate of the current system can be up to 100 MHz for LED-based
transmitters and > 1 GHz for VCSEL-based transmitters. We
note that, a number of existing FSO systems use visible light
communication (VLC) which limits the modulating rate of a
transmitter. Thus, to achieve high bit rates, these systems use
highly complex demodulators and modulators (e.g. 64-QAM,
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Fig. 1. (a) Configuration of the optical transmitter array and (b) coverage of
optical transmitters with a divergent angle ϑ.

OFDM), which make them less energy efficient. Fig. 1(b) shows
the light intensity as the function of the position measured from
the center of the cone. High intensity results in more reliable
transmissions.

All the FSO transmitters are connected to a 100 Gbps Ether-
net network which is controlled by the Access Point (AP). The
AP is the brain of the WiFO system that controls the simulta-
neous data transmissions of each FSO transmitter and the exist-
ing WiFi channel. At the receiving side, each WiFO receiver is
equipped with a silicon pin photodiode which converts light in-
tensity into electrical currents that can be interpreted as the digi-
tal bits “0” and “1”. The AP decides whether to send a packet on
the WiFi or FSO channels. If it decides to send the data on the
FSO channel for a particular device, the data will be encoded
appropriately, and broadcast on the Ethernet network with the
appropriate information to allow the right device to transmit the
data.

A salient feature of WiFO is that, in a dense deployment sce-
nario where light cones from LEDs are overlapped, a single re-
ceiver can associate with multiple LEDs. As will be shown in
Section IV, using cooperative transmissions from these LEDs
via a novel location assisted coding (LAC) technique, a receiver
in an overlapped area can receive higher bit rates. Importantly,
we note that LAC is a high-level coding technique similar to
network coding technique that assumes low bit error rate of the
lower-layer links (physical link). This assumption holds in high
SNR regimes, or can be made to hold using sufficient amount of
forward error correction at the expense of lowering the informa-
tion rate.

IV. PROBLEM DESCRIPTION

In this section, we first provide some of the basic assumptions
on the capabilities of WiFO.

A. Assumption

Location Knowledge. The AP knows the locations of all re-
ceivers, i.e., it knows which light cone that a receiver is currently
located in. This is accomplished through the WiFO’s mobility
protocol [31].

Sparse vs. Dense Deployment. Sparse deployment of FSO
transmitters results in less FSO coverage, but is resource effi-
cient. On the other hand, a dense deployment increases mobility
and the bit rates for a single receiver if two or more transmitters
are used to transmit data to a single receiver. However, a dense
deployment also leads to multi-user interference that might re-
duce the overall rate. In this paper, we are interested in dense
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Fig. 2. Power measurements of two LEDs.

deployment scenarios and show that the multi-user interference
can be significantly reduced when the knowledge of receiver lo-
cations is incorporated into the proposed cooperative transmis-
sion scheme or LAC technique.

Transmitter. There are n FSO transmitters T1, T2, · · ·, Tn,
each produces a light cone that overlaps each other. There are
also m receivers denoted as R1, R2, · · ·Rm. A FSO transmitter
is assumed to use PAM for transmitting data. However, to sim-
plify our discussion, we will assume that a sender uses on-off
keying (OOK) modulation where high power signal represents
“1” and low power signal represents “0” [16]. We note that the
proposed LAC scheme can be easily extended for PAM.

Receiver. A receiver is assumed to be able to detect different
levels of light intensities. If two transmitters send a “1” simul-
taneously to a receiver, the receiver would be able to detect “2”
as light intensities from two transmitters add constructively. On
the other hand, if one transmitter sends a “1” while the other
sends a “0”, the receiver would receive a “1”.

We assume that the light intensity is approximately the same
in the overlapped area after performing a coarse quantization.
The receiver in the overlapped area of two active transmitters
has the normalized/quantized light intensity of 2. The receiver
in the coverage area of only one transmitter has the quantized
light intensity of 1, and the receiver that is not in the coverage
area of any transmitter, has the quantized light intensity of 0.
This is due to the additive model of light intensity that has been
empirically verified. Fig. 2 shows a typical light intensity as a
function of the distance when two neighboring transmitters are
active. As seen, the light intensity in the overlapped area is large
as a result of adding two light sources. While the light intensity
in the single coverage is smaller, and the light intensity in the
non-coverage area is smallest.

B. Channel Model

To illustrate our channel model, we consider a simple topol-
ogy with two transmitters T1, T2 and two receivers R1, R2 in
Fig. 3 (a). Using OOK modulation, the transmitted signal at
each transmitter is ∈ {0, 1}. The receiver R2 is in the over-
lapped area, and therefore can receive the signals from both
transmitters while receiver R1 can receive signal from only one
transmitter.

A cooperative transmission scheme uses both transmitters to
send independent information to each receiver simultaneously.
This cooperative transmission scheme can be viewed as a broad-

(a) (b)

Fig. 3. (a) Topology for two transmitters and two receivers and (b) Broadcast
channels for two receivers.

(a) (b)

Fig. 4. (a) Topology for three FSO transmitters and two receivers and (b) Broad-
cast channels for two receivers.

cast channel in which the sender can broadcast four possible
symbols: “00”, “01”, “10”, and “11” with the left and right bits
are transmitted by different transmitters. Thus, there is a dif-
ferent channel associated with each receiver depending on their
locations. Fig. 3(b) shows the broadcast channel for the two
receivers R1 and R2. There are only three possible symbols
for R2 because it is located in the overlapped coverage of two
transmitters. Therefore, it cannot differentiate the transmitted
patterns “01” and “10” as both transmitted patterns result in a
“1” at R2 due to the additive interference. On the other hand,
there are only two symbols at receiverR1 because it is located in
the coverage of a single transmitter. Similarly, Fig. 4(a) shows a
topology with three transmitters and two receivers and Fig. 4(b)
shows the corresponding broadcast channels.

We assume that channel errors are either negligible or can be
made negligible using forward error correcting (FEC) codes. In
fact, measurement results of our current WiFO prototype show
that the bit error rate is negligible for transmission distance of
less than 2 meters. When moderately strong FEC such as RS
(255, 223) is applied, the resulted bit error rate is virtually zero
up to 3 meters. Thus, LAC can be viewed as a high level cod-
ing scheme such as network coding where the received symbols
(“0”, “1”, “2”, etc.) at the physical layers are assumed to be
correct. Based on this assumption, all errors are due to interfer-
ence. Thus, the channel matrices for R1 and R2 associated with
Fig. 3(b) are:

A1 =

1 0
0 1
1 0
0 1

 , A2 =

1 0 0
0 1 0
0 1 0
0 0 1

 .

We note that the entryA(i, j) denotes probability that a trans-
mitted symbol i to turn a symbol j at the receiver. A(i, j) is



240 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 23, NO. 4, AUGUST 2021

Fig. 5. Achievable rate region using time-sharing strategy between two tuples
(0,1) and (1,0).

either 0 or 1 which denote whether interference occur or not.
Similarly, the channel matrices for R1 and R2 associated with
Fig. 4(b) are:

A1 =



1 0
0 1
1 0
0 1
1 0
0 1
1 0
0 1


, A2 =



1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1


.

C. Achievable Zero-Error Rate Region

Achievable zero-error rate region characterizes the joint rates
that each receiver can receive their independent information
without error. For convenience, in this paper we will refer
achievable zero-error rate as simply achievable rate. Our goal
is to determine a cooperative transmission scheme among the
transmitters in order to enlarge the achievable rate region for
the receivers.

Fig. 3(a) shows an example topology under consideration. We
assume that transmitters T1 and T2 are responsible for transmit-
ting independent information to its receivers R1 and R2 respec-
tively. Suppose R1 and R2 want to receive bits “1” and “0”,
respectively. If T1 and T2 transmit bit “1” and “0”, respectively,
then R1 will correctly receive its bit “1”. On the other hand,
since R2 is located in the overlapped coverage of T1 and T2,
it will incorrectly receive bit “1” due to interference. To re-
solve the multi-user interference, each transmitter can take turn
to transmit a bit to its receiver in each time slot. Using this
TDMA, each receiver can receive 0.5 bit per time slot on the
average. Another scheme would be to transmit bits to either R1

or R2 exclusively. This implies that one receiver will obtain one
bit while the other has zero bit per time slot. Let (x, y) denote
the achievable rate tuple where x and y denote the average rate
of R1 and R2, then the achievable rate region include the rate
tuples: (1,0), (0,1), (0.5,0.5). In general, a time-sharing strat-
egy that uses the scheme (1,0) for λ fraction of the time, and the
scheme (0,1) for 1− λ of the time produces a rate region shown
in Fig. 5. In Section V, we will show that such a scheme pro-
duces a suboptimal rate region, and describe how the proposed
LAC technique can be used to enlarge the achievable rate region.

V. COOPERATIVE TRANSMISSION VIA LOCATION
ASSISTED CODING (LAC)

LAC is a cooperative transmission scheme that uses the re-
ceiver’s location information to enlarge the achievable rate re-
gion. For a given topology, LAC employs different coding
schemes: Single rate coding (SRC), equal rate coding (ERC),
and joint rate coding (JRC). Each scheme finds a different fea-
sible rate tuple. Next, by varying the fractions of the time that
LAC uses these different coding schemes, the achievable rate
region can be achieved as the convex hull of these rate tuples.

A. Single Rate Coding

Using SRC, a receiver in the coverage of n transmitters, can
receive a larger bit rate by using all n transmitters to transmit
the information for that particular receiver. As a result, other
receivers even though located in the coverage of some of these
n transmitters, will not receive any information. We have the
following results on the achievable rate of the single receiver.

Proposition 1: (Single Rate Coding) For a receiver in the
light cone of n transmitters, the achievable rate is log (n+ 1)
bits per time slot.

Proof. Since each transmitter is capable of transmitting “0”
or “1” only, and the single receiver receives the sum of all the
signals from the n transmitters, then there is total of n + 1 dis-
tinct levels perceived at the receiver. Furthermore, since there is
no error involved, the probability mass function of the transmit-
ted symbols is identical of the probability mass function of the
received symbols. Thus, from basic result of information the-
ory [32], the capacity for the single user is achieved using the
uniform probability mass function which results in log (n+ 1)
bits per time slot. Note that the rates of other receivers is zero.
�

B. Equal Rate Coding

Using SRC, a single receiver can obtain a large bit rate while
rates for other receivers are zero. On the other hand, using ERC,
for certain topologies, each receiver can obtain one independent
bit per time slot. Let H to be the topology matrix whose en-
try H(i, j) is equal to 1 if receiver i can receive signal from
transmitter j and 0 otherwise. For example, the topology matrix
associated with Fig. 3(a) is:

H =

[
1 0
1 1

]
.

Assume that H is full rank and the number of receivers equal to
the number of transmitters, then we have following proposition
from our previous work [4]:

Proposition 2: (Equal rate coding [4])
1. If a n × n topology matrix H is full-rank, then using ERC,
every receiver can receive one bit per time slot.
2. Furthermore, ERC maximizes the sum rate of all receivers at
n bits per time slot.

Proof. We will show explicitly the encoding and decoding
procedures to obtain one bit per time slot for each receiver using
ERC.
Encoding: Let b = (b1, b2, · · ·, bn)T denote the information bits
intended to be sent to receiverR1, R2, · · ·, Rn, respectively. x =
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(x1, x2, · · ·, xn)T be the coded bits transmitted by the transmit-
ter T1, T2, · · ·, Tn, respectively, and y = (y1, y2, · · ·, yn)T be
the signal received at the receiver Ri. The goal of the encoding
scheme x = C(b), is to produce the bits xi’s such that every
receiver Ri, upon receiving yi, can recover its bi.

We consider the following system of linear equations:
H(1, 1)x1 ⊕H(1, 2)x2 ⊕ · · · ⊕H(1, n)xn = b1

H(2, 1)x1 ⊕H(2, 2)x2 ⊕ · · · ⊕H(2, n)xn = b2

· · ·
H(n, 1)x1 ⊕H(n, 2)x2 ⊕ · · · ⊕H(n, n)xn = bn,

(1)
where ⊕ is addition in the Galois field 2 (GF(2)) with two el-
ements “0” and “1”, i.e. a ⊕ b = (a + b) mod 2. Since H
is full-rank in GF(2), we can solve the system of equations
(1) above for unique x1, x2, · · ·, xn in terms of b1, b2, · · ·, bn.
Mathematically, the encoding is:

x = H−1b, (2)

where all computations are done in finite field GF(2). Next,
each transmitter Ti transmits xi’s to the receivers.

Decoding: A receiver Ri needs to be able to recover bit bi
from the received signal yi which can be represented as:

y1 = H(1, 1)x1 +H(1, 2)x2 + · · ·+H(1, n)xn

y2 = H(2, 1)x1 +H(2, 2)x2 + · · ·+H(2, n)xn

· · ·
yn = H(n, 1)x1 +H(n, 2)x2 + · · ·+H(n, n)xn,

(3)

yi mod 2 = b̂i. (4)

It is easy to check that bi = b̂i. This can be seen by perform-
ing mod 2 operations on both sides of equations (3) which
results in equations (1). Or simply, if yi is even then Ri decodes
bit bi as “0”, and “1” otherwise. Consequently, each receiver can
decode its bits correctly and independently in presence of inter-
ference. Due to all the transmitted bits can be decoded correctly
and independently, the equal rate decoding (ERC) can provide
the transmission rate of n bit per time slot.

Noting that the sum rate is upper bounded by the maximum
number of independent bits that can be sent out simultaneously.
Since there are n transmitters, there are at most n bits can be
sent out simultaneously. We have already showed that for a full
rank n×nH , each of the n receivers can receive one bit per time
slot. Thus, using ERC results in a maximum rate of n bits per
time slot which confirms the second statement of Proposition 2.
�

We note that since the transmitter is only capable to send-
ing “0” or “1”, the system of equations (1) mus be operated in
GF (2) to produce the encoded bits bi ∈ {0, 1}. That said, the
ERC coding schemes can be extended to a general PAM signal
in the following way. Assume that the transmitters can transmit
with k levels from 0 to k − 1 where k is a prime number, and
the topology matrix is full-rank, then the ERC coding scheme
can be extended to GF (k). The proof is similar to the proof for
the case of GF (2) by replacing all the computations a⊕ b with

(a + b) mod k. Since the topology matrix is still invertible,
all the transmitted bits can be decoded correctly and ERC can
provide the transmission rate of n bits per time slot.

C. Joint Rate Coding

Proposition 2 establishes the sufficient conditions regarding
the topology that allows for (1) independent information to be
sent at equal rates to all receivers and (2) achieving maximum
sum rate. Now, we describe the joint rate coding (JRC) tech-
nique that allows receivers to obtain different rates. We use the
following definitions and notations.

Definition 1: (Exclusive and shared transmitters)
Let R={1, 2, · · ·,m} be the set of m receivers, S ⊂ R, and
TS denotes a group of transmitters that cover exactly all the
receivers in S. Each transmitter in TS is called an exclusive
transmitter if S is a singleton, and a shared transmitter if S has
two or more elements. Let tS = |TS | denote the number of
transmitters, each covers exactly all the receivers in S. We use
ti to denote the number of transmitters that covers the receiver
Ri exclusively while tij denotes the number of pairwise shar-
ing transmitters that cover only two receivers Ri and Rj and no
other receivers.

In Fig. 3(a), transmitter T2 is the only exclusive transmitter for
R2, and so t2 = 1. On the other hand, t1 = 0 since there is no
exclusive transmitter forR1. However, T1 is a shared transmitter
between R1 and R2, so t12 = 1. Similarly, in Fig. 4(a), t1 = 0,
t2 = 2, and t12 = 1.

The key to the JRC technique is how to use the shared trans-
mitters to transmit bits to multiple receivers simultaneously. At
the fundamental level, we develop JRC technique for topolo-
gies that consist only exclusive and pairwise sharing transmit-
ters. Figs. 3(a) and 4(a) show such topologies. We then show
how to decompose a general topologies into the several pair-
wise sharing topologies, then the fundamental techniques for
pairwise can be applied. We will first consider a two receivers
R1 and R2 with t1 and t2 exclusive transmitters and t12 shared
transmitters.

JRC allocates different rates to the receivers R1 and R2

through two parameters, which can be viewed as the number
of shared transmitters allocated to R1 and R2. In particular, we
denote t112 and t212 as the number of shared transmitters allocated
to R1 and R2, respectively. We have:

t112 + t212 ≤ t12. (5)

We will show that by increasing t112, we allow R1 to achieve
a higher rate at the expense of a reduced rate for R2. Fig. 6
illustrates our notations. We have the following proposition on
the achievable rates using JRC for two receivers.

Proposition 3: (Achievable rates for two-receiver topology).
If t1 ≥ t212 and t2 ≥ t112 then R1 and R2 can achieve the rates of
log c1 = log (t1 + t112 + 1) and log c2 = log (t2 + t212 + 1) bits
per time slot, respectively, where t112 + t212 ≤ t12. t112 and t212
are parameters that control the rates between R1 and R2.
Note that to maximize the rates, we want t112 + t212 = t12.

Proof. We will describe a constructive proof for Proposi-
tion 3. But first, let x12 be a non-negative integer represented
by the bit patterns sent out by t12 shared transmitters. Since
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Fig. 6. t1 and t2 are number of exclusive transmitters for R1 and R2 while
t12 = t21 is the number of transmitters that covers both R1 and R2; t112
can be distributed to R1 and t212 can be distributed to R2 to adjust the rates
of R1 and R2.

each shared transmitter can send either a “0” or “1”, x12 has
t12 + 1 levels, i.e., x12 ∈ {0, 1, · · ·, t12}. Let xi be a non-
negative integer that represents the bit patterns transmitted by
ti exclusive transmitters for receiver Ri. xi has ti + 1 levels,
i.e., xi ∈ {0, 1, · · ·, ti}. Let yi be a non-negative integer that
represents the signal received by the receiver Ri. Due to addi-
tive property, we have:

yi = xi + x12. (6)

Next, we note that the achievable rate ofRi is log of the num-
ber of symbols (levels) that Ri can distinguish per time slot. Let
ci be a non-negative integer representing the number of distin-
guishable levels at Ri, then log ci is the achievable rate of Ri.
We will show that if t1 ≥ t212 and t2 ≥ t112, then it is possible
to send any arbitrary pattern pair (b1, b2) to the receiver R1 and
R2 without any error, with

bi ∈ {0, 1, · · ·, ci − 1}.

This would establish the proof for Proposition 3. We now de-
scribe the encoding and decoding procedures, then verify their
correctness.

Encoding: Suppose we want to transmit the pattern (b1, b2)
to (R1, R2), respectively. Then, the encoding is a function
that maps (b1, b2) into x∗1, x

∗
2, and x∗12 ,i.e., (x∗1, x

∗
2, x
∗
12) =

C(b1, b2). Let the set {x12(b1)} parameterized by b1 consisting
of t1 + 1 elements be defined as:

{x12(b1)} = {b1 − i1 mod (c1), i1 = 0, 1, · · ·, t1}. (7)

Similarly, let the set {x12(b2)} parameterized by b2 consisting
of t2 + 1 elements be defined as:

{x12(b2)} = {b2 − i2 mod (c2), i2 = 0, 1, · · ·, t2}. (8)

We now encode b1, b2 into x∗1, x∗2, and x∗12 as follows. We
pick x∗12 to be the minimum value element in the intersection
set of {x12(b1)} and {x12(b2)}, i.e., :

x∗12 = min
i
{xi ∈ {x12(b1)} ∩ {x12(b2)}}.

Next, we set x∗i , i = 1, 2 to:

x∗i = bi − x∗12 mod (ci). (9)

Decoding: Ri receives the signal:

yi = x∗i + x∗12, (10)

the sum of the signals transmitted by the exclusive transmitters
and shared transmitters. Ri decodes the transmitted level bi as:

b̂i = yi mod (ci). (11)

To verify the correctness of encoding and decoding proce-
dures, we need to verify (a) {x12(b1)}∩{x12(b2)} is non-empty
that enables us to choose x∗12 = min {x12(b1)} ∩ {x12(b2)};
(b) x∗12 ≤ t12. This is required since we want the t12 shared
transmitters to be able to represent x∗12; (c) 0 ≤ x∗1 ≤ t1 and
0 ≤ x∗2 ≤ t2 to enable the exclusive transmitters to represent xi;
(d) b̂i = bi for the correctness of the decoding procedure.

First, we will verify the condition (a). From the definition ((7)
and (8)), the sets {x12(bi)} consists of (ti+1) distinct elements
each. Furthermore,

{x12(bi)} ⊆ {0, 1, · · ·,max(c1 − 1, c2 − 1)},

|{x12(b1)} ∪ {x12(b2)}| ≤ max(c1, c2).

The number of elements in {x12(b1)} ∩ {x12(b2)} set is:

|{x12(b1)} ∩ {x12(b2)}| = |{x12(b1)}|+ |{x12(b2)}|
− |{x12(b1)} ∪ {x12(b2)}|
≥ t1 + 1 + t2 + 1−max(c1, c2).

Now since c1 = t1 + t112 +1 and c2 = t2 + t212 +1, we have:

|{x12(b1)}∩ {x12(b2)}| ≥ min(t2 − t112 + 1, t1 − t212 + 1). (12)

Using the conditions in Proposition 3: t1 ≥ t212 and t2 ≥ t112,
we conclude the intersection set |{x12(b1)}∩ {x12(b2)}| has at
least one element, and therefore we can pick x∗12.

Next, we will prove condition (b) by contradiction by assum-
ing

x∗12 > t12. (13)

Let xmax
12 be the maximum element in {x12(b1)}∩{x12(b2)}.

Then,

xmax
12 ≥ x∗12 + |{x12(b1)} ∩ {x12(b2)}| − 1

> t12 + |{x12(b1)} ∩ {x12(b2)}| − 1 (14)
≥ min(t12 + t2 − t112, t12 + t1 − t212) (15)
≥ min(t112+t

2
12+t2 − t112, t112+t212+t1 − t212)(16)

= min(t2 + t212, t1 + t112)

= min(c2 − 1, c1 − 1),

where (14), (15) and (16) are due to (13), (12) and (5), respec-
tively. Therefore, xmax

12 is strictly greater than min(c2 − 1, c1 −
1). But this contradicts with the way we constructed the set
{x12(b1)}∩{x12(b2)} whose maximum element cannot exceed
min(c1 − 1, c2 − 1) due to mod c1 and mod c2 operation in
the encoding procedure. Therefore, x∗12 must satisfy condition
(b).

Next, due to x∗12 ∈ {x12(b1)} ∩ {x12(b2)} and from (7), (8),
we have:

bi − x∗12 ∈ {0, 1, · · ·, ti} mod (ci)
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Therefore, from (9):

x∗i = bi − x∗12 ∈ {0, 1, · · ·, ti} mod (ci). (17)

This establishes the verification for (c).
The correctness of condition (d) can be easily seen by noting

that bi = b̂i by combining (10), (11), and (17). �
Noting that for given values of t1, t2 and t12, we can adjust

the rates to R1 and R2 by changing the values of t112 and t212.
From Proposition 3, for any t112 and t212 such that t1 ≥ t212,
t2 ≥ t112, and t112+ t

2
12 ≤ t12, R1 andR2 are possible to achieve

the rates of log(t1 + t112 + 1) and log(t2 + t212 + 1) bits per
time slot, respectively. For example, if one wants to distribute
a higher bit rate to R1, the AP will increase the value of t112 in
order to achieve a larger value of log(t1 + t112 + 1). However,
due to the constraint t112 + t212 ≤ t12, a larger value of t112 might
lead to a smaller value of t212 which results in a lower bit rate of
log(t2 + t212 + 1) for R2.

Example V.1: Fig. 4(a) shows an example of a topology con-
sisting of three transmitters and two receivers. The number of
exclusive transmitters for R1 and R2 are t1 = 0 and t2 = 2
while the number of shared transmitters t12 = 1. Choose
t112 = 1 and t212 = 0, then this pair is valid since:

t112, t
2
12 ≥ 0,

t112 + t212 ≤ t12 = 1,

t1 ≥ t212,
t2 ≥ t112.

Then, from Proposition 3, the achievable rate of R1 is
log(t1 + t112 + 1) = log (c1) = log (2), and for R2 is log(t2 +
t212 + 1) = log (c2) = log (3). Therefore, R1, R2 can achieve
arbitrary pattern (b1, b2) with b1 ∈ {0, 1} and b2 ∈ {0, 1, 2},
respectively.

For example, suppose that (b1, b2) = (1, 2) is the desired bit
pattern for R1, R2. The encoding and decoding procedures to
find (x∗1, x

∗
2, x
∗
12) = C(b1, b2) is shown below.

Encoding: Encoding procedure will construct two sets:

{x12(b1)} = {1− i1 mod (2), i1 = 0} = {1}.
{x12(b2)} = {2− i2 mod (3), i2 = 0, 1, 2} = {2, 1, 0}.

Then, {x12(b1)} ∩ {x12(b2)} = {1}. Choose x∗12 = 1. Next,
construct x1 and x2 as:

x∗1 = b1 − x∗12 = 1− 1 = 0 mod (2).

x∗2 = b2 − x∗12 = 2− 1 = 1 mod (3).

Hence, (x∗1, x
∗
2, x
∗
12) = (0, 1, 1).

Decoding: Decoding procedure will decode by summing up
all received signals at each receiver, i.e.,:

b̂1 = x∗1 + x∗12 = 0 + 1 = 1 mod (2) = b1.

b̂2 = x2 + x12 = 1 + 1 = 2 mod (3) = b2.
Similar to ERC, the JRC can be extended to arbitrary num-

ber of receivers. Next, we present the extended results for n
receivers with pairwise sharing transmitters.

Proposition 4: (Achievable rates for n-receiver pairwise
sharing transmitter topology) Given a topology consisting of n
receivers R1, R2, · · ·, Rn, if each receiver Ri has ti exclusive
transmitters and tip sharing transmitters with other receiver Rp.
Then the receiver Ri can achieve the rate:

log(cni ) = log (ti +

p=n∑
p6=i;p=1

tiip + 1).

bits per time slot, if with ∀p ∈ {1, · · ·, n} and p 6= i:

tiip ≤ tp. (18)

Note: In the case tip = 0, i.e., Ri and Rp do not share any
transmitter, then in the inequality, tp will be replaced by “0” or
the number of sharing transmitters assigned to Ri is tiip = 0.

We also note that Proposition 4 is only applicable to topolo-
gies with pair-wise sharing transmitters only, i.e., any transmit-
ter can cover at most two receivers. Furthermore, the rate region
for all the receivers are specified by the tunable values tiip such
that the conditions in Proposition 4 are satisfied for all i and p.
The larger tiip will allow the receiver Ri to obtain a larger rate at
the expense of a reduced rate for Rp.

Proposition 4 states that Ri can be allocated tiip transmitters
from tip sharing transmitters between Ri and Rp if:

tiij ≤ tp.

Therefore, by applying Proposition 4 to all receivers
R1, R2, · · ·, Rn, we can find suitable rates for all receivers in
a given topology. The proof of Proposition 4 is shown below.

Proof. The proof is based on induction. The basis case of
two receiver topology (n = 2) is true from Proposition 3. Now,
suppose that Proposition 4 holds for n − 1 receiver topology,
we will show that Proposition 4 will also hold for n receiver
topology where one more receiver Rn is added to the topology.
Fig. 7 illustrates the inductive method.

First, using Proposition 4 with n − 1 receivers topology, re-
ceiver Ri with i ∈ {1, · · ·, n− 1} can achieve the rate:

log(cn−1i ) = log (ti +

p=n−1∑
p6=i;p=1

tiip + 1).

It means that receiver Ri is able to distinguish all value in set
{0, 1, · · ·, cn−1i −1}. After adding receiverRn with tn exclusive
transmitters into network and tin (i = 1, 2, · · ·, n − 1) sharing
transmitters, for Proposition 4 to hold, we need to verify two
following conditions:

Condition (a): All previous receivers Ri with i ∈ {1, · · ·,n-
1} can obtain additional tiin states, and therefore achieve the new
rates:

log(cni ) = log (ti +

p=n−1∑
p6=i;p=1

tiip + 1 + tiin)

= log (cn−1i + tiin).

Hence,

cni = cn−1i + tiin. (19)
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To do so, we need to verify that Ri is able to distinguish all
values in the set {0, 1, · · ·, cni − 1}.

Condition (b): The new receiver Rn also satisfies Proposi-
tion 4, i.e., Rn is able to achieve the rate:

log(cnn) = log (tn +

p=n−1∑
p=1

tnnp + 1).

We first verify condition (a). Suppose that we need to transmit
signal bi to Ri, with:

bi ∈ {0, 1, · · ·, cni − 1}.

Let us divide bi into two subsets:
• If 0 ≤ bi ≤ cn−1i − 1: We will transmit bi in the n −

1 previous receiver topology (using the previous transmitters)
and sends “0” using tin sharing transmitters with new receiver
Rn. Clearly,Ri will receive correct pattern since by assumption,
Proposition 4 holds true for n− 1 receiver topology.
• If cn−1i −1 < bi ≤ cni −1: We will transmit signal cn−1i −1

in the n− 1 previous receiver topology and send the signal:

xin = bi − (cn−1i − 1) mod (cni )

using the new tin sharing transmitters. Clearly,

xin = bi − (cn−1i − 1)

≤ (cni − 1)− (cn−1i − 1)

= tiin (20)
≤ tin. (21)

With (20) is due to (19), and:

xin = bi − (cn−1i − 1)

≥ (cn−1i − 1)− (cn−1i − 1)

= 0. (22)

From (21) and (22): 0 ≤ xin ≤ tiin ≤ tin, then tiin sharing
transmitters can always transmit the signal xin. Consequently,
the received signal at Ri is yi = cn−1i − 1 + xin (note that
cn−1i − 1 comes from the transmitters in previous topology).
Using the same decoding method as in (11), we have:

b̂i = yi mod (cni ) (23)
= cn−1i − 1 + xin mod (cni ) (24)
= cn−1i − 1 + bi − (cn−1i − 1) mod (cni ) (25)
= bi. (26)

Therefore, the previous receiver Ri can distinguish all values
of bi ∈ {0, 1, · · ·, cni − 1} and achieve the rate log(cni ) with:

log(cni ) = log (ti +

p=n∑
p6=i;p=1

tiip + 1). (27)

Next, we verify condition (b) that the new receiver Rn also
satisfies Proposition 4, i.e., Rn is able to achieve the rate:

log(cnn) = log (tn +

p=n−1∑
p=1

tnnp + 1).

Indeed, for a fixed pattern bi with i = 1, · · ·, n−1 in the n−1
old receivers, we will prove that Rn can discern cnn states:

bn ∈ {0, 1, · · ·, cnn − 1}.

ConsiderRi with fixed pattern bi as in Fig. 7. We note that, of
the tin sharing transmitters between Ri and Rn, tiin transmitters
are allocated to Ri and tnin remaining transmitters will be dis-
tributed toRn. Now, we can maintain the pattern bi by transmit-
ting the pattern (bi− δi) mod cni for ∀i ∈ (1, 2, · · ·, n− 1) us-
ing the transmission method as described in condition (a), then
transmit pattern δi in tnin remaining transmitters, where:

0 ≤ δi ≤ tnin,

since the number of levels in δi cannot exceed the number of
transmitters.

Now, from condition (18) in Proposition 4 for other pairwise
sharing transmitter between Rn and Ri, we have:

tnin ≤ ti.

Therefore,
0 ≤ δi ≤ tnin ≤ ti.

The inequality above shows that Rn is able to achieve
(tnin + 1) distinguishable states in pairwise sharing transmitter
between Ri and Rn when:

δi ∈ {0, 1, · · ·, tnin}.

Thus, for all shared transmitters between R1, R2, · · ·, Rn−1
with Rn and tn exclusive transmitters of Rn, the number of dis-
tinguishable levels at Rn is:

cnn = tn +

p=n−1∑
p=1

tnnp + 1,

by additive property. Therefore, the achievable rate for Rn is:

log(cnn) = log (tn +

p=n−1∑
p=1

tnnp + 1). (28)

�
In practice, there are many deployments that are not pairwise

sharing topologies. We have a simple following result regarding
the multi-user capacities:

Proposition 5: Given an arbitrary topology with k transmit-
ters and n receivers R1, R2, · · ·, Rn. If each receiver Ri has an
achievable rate log (cni ) bits per time slot, then

i=n∑
i=1

log cni ≤ k.

Proof. Since the maximum bit rate can be obtained using all
k transmitters is k bits per second. This total rate must be shared
among all the receivers. Thus, the proof follows. �

General Topology. Proposition 5 is less useful since the de-
scribed achievable rate region does not exploit the topological
information. In what follows, we describe a very simple algo-
rithm for converting many non-pairwise sharing topologies into
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Fig. 7. Inductive method from n− 1 elements set to n-elements set.

a pair-wise sharing topology whose achievable rate region can
be characterized. In particular, a general topology consisting
of k transmitters and n receivers can be characterized by collec-
tion of sets of different types of transmitters: exclusive transmit-
ters, pairwise sharing transmitters, 3-sharing transmitters,· · ·, n-
sharing transmitters.

Initially, we construct a pairwise sharing topology that is char-
acterized by all the exclusive and pairwise sharing transmitters
from the set of all transmitters. If the condition in Proposition 4
is satisfied, then the achievable region for this pairwise shar-
ing topology can be characterized. Now, the achievable region
for a new topology that includes the existing pair-wise sharing
topology and one additional m-sharing transmitter (m > 2) can
be created as follows. Suppose this new transmitter is shared
among R1, R2, · · ·, Rm receivers. Then we can assign this new
transmitter to a pair of receivers in (R1, R2, · · ·, Rm). Suppose
Ri and Rj were chosen, then the number of shared transmitters
for this pair tRiRj

is increased by one. Effectively, we have a
new pairwise sharing topology.

However since a transmission by the new shared transmit-
ter will affect R1, R2, · · ·, Rm, we need to modify the encoding
procedure slightly. First, if the new transmitter tRiRj

transmits
bit “0”, the encoding procedure for the bit pattern bi intended
for Ri is the same as one used for the pair-wise sharing topol-
ogy without the new shared transmitter. This is because the bit
“0” does not interfere with other signals. If tRiRj transmits bit
“1”, then to transmit the original bit pattern bl intended for Rl,
l 6= i, j, we encode bl−1 instead using the same encoding proce-
dure for the pair-wise sharing topology without tRiRj

. Similar
to the proof for Proposition 4, one sees that all Rl, l 6= i, j will
be able to recover original bit pattern bl. Specifically, either Ri

or Rj will increase its capacity to log(ci+1) or log(cj +1), de-
pending on whether tRiRj

is assigned to Ri or Rj , while other
receivers will have the same capacities as before.

Maximum Sum Rate. Generally, the procedure of adding
a new shared transmitters is repeated and the corresponding
achievable regions can be characterized if the conditions in
Proposition 4 are satisfied. We also note that there are expo-
nential large number of ways that the shared transmitters can
be assigned to receivers, but the number of valid assignments
based on Proposition 4, are generally a lot smaller. On the other
hand, to maximize the sum rate of all the receivers, we have a
greedy algorithm for determining which receiver should get a

Fig. 8. Converting non-pairwise sharing to pairwise sharing topology.

new shared transmitter during the allocation. Specifically, we
will allocate the shared transmitter to the receiver with smallest
rate at every step for the following reason.

If we allocate a shared transmitter tRiRj
to Ri which cur-

rently has an achievable rate log(ci), then the capacity gain for
Ri is:

log(ci + 1)− log(ci) = log(1 + 1/ci).

Similarly if we allocate a shared transmitter tRiRj
to Rj , then

the capacity gain for Rj is:

log(cj + 1)− log(cj) = log(1 + 1/cj).

Clearly, log(1+1/ci) ≥ log(1+1/cj) if ci ≤ cj . So, we should
allocate the shared transmitter to the receiver with the smallest
capacity currently if we want largest gain in one step (greedy) in
capacity.

Multiple receivers in the same overlapped area: We note
that a real-world topology may consist of multiple users in the
same overlapped area. In this situation, we can treat these users
as a superuser. Next, the proposed coding schemes can be ap-
plied to this superuser. Finally, a simple scheme such as time
sharing (TDMA) can be applied to distribute the rate for mul-
tiple users in this overlapped area. For example, if the total
rate for the superuser is 1 bit per time slot and there are two
users inside the same overlapped area, one user will receive a
bit per time slot while other achieves 1 − a bit per time slot
where 0 ≤ a ≤ 1, depending on how we want to proportionally
allocate the rates for the users, but the encoding/decoding proce-
dure is identical for these users. In fact, this is the encoding and
decoding procedures in Proposition 5 that aims to characterize
the achievable rate region for general topology.

Example V.2: This example illustrates the procedure for
converting a non-pair-wise sharing topology to pair-wise shar-
ing topology and obtain a point in the achievable rate region.
Fig. 8(a) represents a non-pairwise sharing topology with t1 =
1, t2 = 1, t3 = 2, t12 = t23 = t13 = 2, and t123 = 1. Suppose
we allocate t123 to the pair (R1, R3). Applying the aforemen-
tioned conversion procedure, we obtain the resulted pair-wise
topology shown in Fig. 8(b) with:

t′13 = t13 + 1 = 3.

Now we have a choice of selecting value for t113
′ and t313

′.
However, based on Proposition 4, the following constraints must
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hold: 

t112 + t212 ≤ t12 = 2,

t113
′
+ t313

′ ≤ t′13 = 3,

t223 + t323 ≤ t23 = 2,

0 ≤ t112 ≤ t2 = 1,

0 ≤ t212 ≤ t1 = 1,

0 ≤ t113
′ ≤ t3 = 2,

0 ≤ t313
′ ≤ t1 = 1,

0 ≤ t223 ≤ t3 = 2,

0 ≤ t323 ≤ t2 = 1.

All the pairs of (t112, t212, t223 t
3
23, t113

′, t313
′
) that can satisfy

the above constraints are valid for receivers (R1, R2, R3). For
example, the pairs t112 = 1, t212 = 1, t113

′
= 2, t313

′
= 1, t223 = 1,

t323 = 1 are valid. Hence, R1, R2 and R3 can achieve the rate
log (5), log (4) and log (5) bit per time slot, respectively.

For example, suppose that we want to transmit the pattern
(b1 = 2, b2 = 3, b3 = 5) to (R1, R2, R3), respectively. Based
on the conversion procedure discussion, there are two cases to
consider: x123 = 0 and x123 = 1.
• Suppose x123 = 0, then based on the encoding in the con-

version procedure, the pattern (b1 = 2, b2 = 3, b3 = 5) is trans-
mitted normally. Using Proposition 4, we construct n = 3 sets
according the encoding procedure:

x12 + x13 ∈ {b1 − i1, i1 = 0, 1} = {2, 1} mod (5),

x12 + x23 ∈ {b2 − i2, i2 = 0, 1} = {3, 2} mod (4),

x13 + x23 ∈ {b3 − i3, i3 = 0, 1, 2} = {5, 4, 3} mod (5),

0 ≤ x12 ≤ 2,

0 ≤ x13 ≤ 2,

0 ≤ x23 ≤ 2.

Next, a set of feasible solution to the above inequalities is:

x12 = 0,

x13 = 2,

x23 = 2,

i1 = x1 = 0,

i2 = x2 = 1,

i3 = x3 = 1.

Now, we note that the decoding procedure sums up all the signal
at the receiver:

b1 = x1 + x12 + x13 + x123 = 2,

b2 = x2 + x12 + x23 + x123 = 3,

b3 = x3 + x13 + x23 + x123 = 5.

As seen, they are all correct.
• Suppose x123 = 1. Then based on the encoding in the

conversion procedure, the pattern (b1 = 1, b2 = 2, b3 = 4) is
transmitted. Using Proposition 4, we construct n = 3 sets based

(a) (b)

Fig. 9. Topologies for (a) two transmitters and one receiver; (b) two transmitters
and two receivers.

(a) (b)

(c) (d)

Fig. 10. Topologies for (a) three transmitters and three receivers; (b) three trans-
mitters and one receiver; (c) and (d) three transmitters and two receivers.

on the encoding procedure:

x12 + x13 ∈ {b1 − i1, i1 = 0, 1} = {1, 0} mod (5),

x12 + x23 ∈ {b2 − i2, i2 = 0, 1} = {2, 1} mod (4),

x13 + x23 ∈ {b3 − i3, i3 = 0, 1, 2} = {4, 3, 2} mod (5),

0 ≤ x12 ≤ 2,

0 ≤ x13 ≤ 2,

0 ≤ x23 ≤ 2.

Next, a set of feasible solution to the inequality above is:

x12 = 0,

x13 = 1,

x23 = 1,

i1 = x1 = 0,

i2 = x2 = 1,

i3 = x3 = 2.

Now, the decoding procedure sums up all the signal go to re-
ceiver: 

b1 = x1 + x12 + x13 + x123 = 2,

b2 = x2 + x12 + x23 + x123 = 3,

b3 = x3 + x13 + x23 + x123 = 5,

to correctly reconstruct the transmitted patterns.
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Fig. 11. Achievable rate region using SRC for R2 and ERC for both R1 and
R2.
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Fig. 12. Achievable rate region for three transmitter topology.

D. Achievable rate Region for ideal channels

This section shows how LAC cooperative transmission tech-
niques SRC, ERC, and JRC are used to characterize the achiev-
able rate regions for real-world topologies.

D.1 Achievable Rate Region for Two-Transmitter Topologies

For the two-transmitter topologies with the number of re-
ceivers being smaller than the number of transmitters, there are
only two canonical topologies shown in Fig. 9. Other topologies
where receivers are not in an overlapped region are trivial.

Using time-sharing scheme between R1 and R2, the achiev-
able rate region is depicted as the blue triangle in Fig. 11 with
its boundary being a linear interpolation of two achievable rate
tuples (0, 1) and (1, 0). Now, using SRC (Proposition 1) for
R2 and R1, rate tuples (0, log 3) and (1, 0) are achievable.
Thus, SRC helps enlarge the achievable region by additional
green area. The achievable region can be further enlarged by
an additional yellow area by using SRC for R2 to obtain the rate
tuple (0, log 3) and ERC (Proposition 2) for both R1 and R2

to obtain the rate tuple (1, 1). Consequently, the achievable rate
region is obtained by interpolation between the two rate tuples
(0, log 3) and (1, 1).

D.2 Achievable Rate Region for Three-Transmitter Topologies

Similar to the two-transmitter topologies, the achievable rate
region of the three-transmitter topologies is constructed by find-
ing the feasible tuples that can be achieved using SRC and ERC,
and additionally JRC. The convex hull of these feasible tuples
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Fig. 13. Bit error rates (BER) vs. variance σ2 of an Additive White Gaussian
Noise channel without FEC.
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Fig. 14. Bit error rates (BER) vs. variance σ2 of an Additive White Gaussian
Noise channel with FEC.

is the achievable rate region. Specifically, for three-transmitter
topologies, the canonical topologies with the number receivers:
1, 2, and 3, are as shown in Fig. 10. First, using SRC (Propo-
sition 1) for R3, R2 and R1, rate tuples (0, 2, 0), (log 3, 0, 0)
and (0, 0, 1) are achievable. Note that the x, y, and z coordi-
nates denote the rate for R2, R3, and R1, respectively. Next,
using ERC (Proposition 2), the feasible tuple (1,1,1) can be
obtained. Next, by applying JRC (Proposition 3) for topolo-
gies in Fig. 10(c) and 10(d), the two tuples (log 3, 1, 0) and
(0, log 3, 1) can be obtained, respectively. Specifically, for the
tuple (0, log 3, 1), the number of exclusive transmitters for R1

and R3 are t1 = 0 and t3 = 2 while the number of shared trans-
mitters t13 = 1. Using Proposition 3 with t113 = 1 and t313 = 0,
the achievable rate of R1 is log(t1 + t113 + 1) = 1, and for R3,
log(t3 + t313 + 1) = log(3). Using the same technique for R3

and R2 shown in Fig. 10(c), the feasible tuple (log 3, 1, 0) can
be obtained.

Finally, Fig. 12 shows the overall achievable rate region as
a convex hull of the feasible tuples: (0, log 3, 1), (log 3, 1, 0),
(1, 1, 1), (0, 0, 1), (log 3, 0, 0), (0, 2, 0).

D.3 Simulation Results

To provide some insights to the performance of LAC in prac-
tical settings, we provide simulation results for the bit error rates
of using LAC under AWGN channels. Our simulation uses the
channel model where two transmitters send data to two receivers
as shown in Fig. 3. Each transmitter can send a signal corre-
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sponding to one of two levels “0” and “1”. Thus, the received
signals at the receiver Rj is

yj =
2∑

i=1

αijxi + nj , (29)

where xi is the transmitted signal from transmitter Ti, αij is the
attenuation factor from transmitter Ti to receiver Rj , and nj is
the additive noise at receiver Rj . To decode the received sig-
nal yj back to “0” or “1”, the receiver uses a threshold h. The
method for determining the optimal h can be found in [33]. Us-
ing attenuation factors α12 = 0.6 and α22 = 0.9, Fig. 13 and 14
show the bit error rate of R2 vs. the variance of additive Gaus-
sian noise without and with FEC, respectively. As seen, the bit
error rate increases if the variance of the noise increases. Fur-
thermore, the bit error rate is reduced significantly from 10−5 to
10−7 when FEC is employed.

VI. CONCLUSION
In this paper, we describe a coding scheme for FSO communi-

cations called LAC that uses location information to improve the
capacity of the receivers in a dense deployment topology. De-
pending on the topology matrix, three coding/decoding schemes
are proposed to help increase throughput and reduce interfer-
ence for multiple users in a dense array of overlapped femto-
cells. Using this coding schemes, the multi-user achievable rate
region is characterized. Both numerical and theoretical results
are provided to justify the proposed coding techniques.
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