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Abstract—In this work, we focus on distributed cache systems
with non-uniform storage capacity across caches. We compare
the performance of our system with the performance of a system
with the same cumulative storage distributed evenly across the
caches. We characterize the extent to which the performance
of the distributed cache system deteriorates due to storage
heterogeneity. The key takeaway from this work is that the effects
of heterogeneity in the storage capabilities depend heavily on the
popularity profile of the contents being cached and delivered.
We analytically show that compared to the case where contents
popularity is comparable across contents, lopsided popularity
profiles are more tolerant to heterogeneity in storage capabilities.
We validate our theoretical results via simulations.

I. INTRODUCTION

Recent Internet usage patterns show that Video on De-
mand (VoD) services, e.g., YouTube [1] and Netflix [2],
account for ever-increasing fractions of Internet traffic [3].
To meet the increasing demand, most popular VoD services
use content delivery networks (CDNs). We focus on multiple
geographically co-located caches, each with limited storage
and service capabilities, deployed to serve users in that area.
The motivation behind deploying local caches is to serve most
user requests locally. Requests that can’t be served locally are
served by a central server (which stores the entire content
catalog) via a root node, see Figure 1. This setting, also studied
in [4], models networks where, (i) the ISP (root node) uses
local caches to reduce the load on the network backbone or
(ii) this geographically co-located cache cluster is a part of a
larger tree network [5].

Most VoD service offer catalogs consisting of a large num-
ber of contents and serve a large number of users. Motivated
by this, we study a time-slotted setting where a batch of
requests arrive in each time-slot and every cache can serve
at most one request in a batch. Requests that cannot be served
locally by the caches are assigned to the central server. Storage
and service policies are designed to minimize the number of
contents which need to be fetched from the central server to
serve all the requests in a batch.

The existing body of work in this space considers the setting
where storage capabilities are uniform across caches [4], [6].
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Fig. 1. An illustration of a cache cluster consisting of three caches serving two
users. The first cache has more storage than the other two. Each user can either
be served by the caches or by the central server via the root node.

In this work, we study the effects of heterogeneity in storage
across caches on the performance of the system. The key
takeaway of this work is that the effect of heterogeneity in
storage capabilities across caches depends on the popularity
profile of the contents. We show that as content popularity
becomes more lopsided, the system can handle more hetero-
geneity in cache storage capabilities, i.e., for the same amount
of cumulative memory, the performance of the heterogeneous
system remains comparable to the performance of a system
with uniform storage across caches.

Intuitively our results can be explained as follows. Increas-
ing the number of contents stored on a cache increases the
utility of that cache as it can be used to serve a request for
any one of the stored contents. When content popularity is
comparable across contents, the fraction of requests in a batch
for any particular content is small. As a result, for a cache with
limited storage, it is likely that none of the stored contents are
requested, thus leaving the cache unutilized. This increases
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the number of requests that have to be served via the central
server. In contrast, when content popularity is lopsided, the
caches with limited storage can be used to store and serve
requests for popular contents and the caches with large storage
can store a mixture of some popular and a larger number of
unpopular contents. This ensures that most caches are utilized,
thus reducing the number of requests served centrally.

The main focus of this work is to study the impact of
heterogeneity in storage sizes on the performance of a single-
layer distributed caching system with a central server. This
aspect has been addressed in some other settings as well. [7]
models a caching network as a graph with a cache at each
vertex and explores sizing the individual caches according
to various vertex centrality metrics. [8] studies a multi-tier
caching network, with a possibly different cache size at
each layer. The setting where each user is pre-matched to
a server and the central server communicates with the users
via an error-free broadcast link has been studied recently
under the moniker ‘coded caching’ in [9] and the impact of
heterogeneity in cache sizes in this setting has been explored
in [10]–[12].

A. Contributions

The main contributions of this work can be summarized as
follows:

1) We first consider the case where the content popularity
distribution follows the Zipf distribution (defined in Sec-
tion II-B) with parameter less than 1, which corresponds
to the case where the popularity is comparable across
contents. We show that even if a constant fraction of
the caches are restricted to have small memory size as
compared to the remaining caches, the required expected
server transmission rate can be much larger than a
homogeneous system with the same cumulative memory.

2) Next, we consider the case where the content popularity
distribution follows the Zipf distribution with parameter
larger than 1 and as a result, the content popularity is
more lopsided. Unlike the previous case, even if all the
memory is concentrated in only a vanishing fraction of
the caches, the performance of the system will be similar
to a homogeneous system with the same cumulative
memory.

The above results suggest that caching systems are more
tolerant to heterogeneity in storage under content popularity
distributions which are more lopsided than when popularity is
comparable across contents.

II. SETTING

We study a system consisting of a central server, and
m co-located caches, each with limited storage and service
capabilities. The central server stores n files2 of equal size
(say 1 unit = b bits), where n = Θ(mγ), for some γ ≥ 1.
Users make requests for these files, and the user requests are
served using the caches and the central server.

2We use the terms ‘content’ and ‘file’ interchangeably.

The system operates in two phases: the first phase is the
placement phase, in which each cache stores content related
to the n files and the next phase is the delivery phase, in
which a batch of requests arrives and are served by the caches
and the central server. While files can be split for storage
and transmission, this work is restricted to uncoded policies
during the placement and the delivery phases. We study the
asymptotic performance of the system as n, m →∞.

A. Storage Model

Cache i has the capacity to store ki units of data. Let M =∑m
i=1 ki denote the cumulative cache memory. Without loss

of generality, we assume caches are arranged in decreasing
order of storage capacity, i.e., if i < j, then ki ≥ kj .

B. Request Model

We assume a time-slotted system. In each time-slot, a
batch of m̃ = ρm (for some ρ < 1) requests arrive from
users according to an i.i.d. distribution. Files are indexed in
decreasing order of popularity.

Numerous empirical studies have shown that content popu-
larity in VoD services follows the Zipf’s law [13]–[16]. Zipf’s
law states that the popularity of the ith most popular content
is proportional to i−β , where β is a positive constant known
as the Zipf parameter. Small values of β imply that content
popularity is comparable across contents while larger values
of β correspond to lopsided popularity distributions. Typical
values of β lie between 0.6 and 2.

C. Service Model

We assume a delay-intolerant uncoded service system, i.e.,
all user requests in a given time slot have to be served
jointly by the caches and the central server in that time-slot
without queuing and coding. To begin with, depending on user
requests, we match users with the caches such that no cache is
matched3 to more than 1 user. Depending on the user requests
and the matching between the users and the caches, the central
server then transmits a message to the root node which then
relays it directly to the users. Using the data received from
the assigned caches and the central server message, each user
should be able to reconstruct the requested file. Refer to Figure
2 for an example.

D. Goal

The reason for deploying local caches is that they can help
reduce the load on the bottleneck link between the central
server and the root node. The goal in such systems is to design
efficient storage and service policies to reduce the expected
transmission rate required from the central server to satisfy
all user requests, where the expectation is with respect to the
file popularity distribution. Note that if a content needs to be
delivered by the central server to multiple users in a time-
slot, the central server transmits it to the root node only once.

3The more general setting where each cache can serve upto a ≥ 1 requests
simultaneously has been analyzed in [6] for the case of homogeneous cache
sizes. A similar analysis can be attempted for the case of heterogeneous cache
sizes, however we do not pursue that direction in this paper.



Fig. 2. An illustration of a system consisting of four caches serving three
users. The catalog consists of eight files {a, b, c, d, e, f, g, h}. The first user
requests file h, while the other two request file g. The first user is served by
the first cache. The other two users are served by the central server. Since both
users request for the same file g, the central server sends file g to the root node,
therefore, the transmission rate in this example is one.

Our storage and service policies depend on the file popularity
distribution.

In a departure from the existing body of work on content
caching/delivery policies, we characterize the performance
of various caching policies for the setting where storage is
heterogeneous across caches.

III. MAIN RESULTS AND DISCUSSION

In this section, we state and discuss our main results. Proofs
are given in Section V.

We study distributed cache systems characterized as fol-
lows:

Assumption 1 (Distributed Cache System):

– m caches.
– n = mγ files for γ ≥ 1.
– All files are of equal size, normalized to one unit.
– File popularity: Zipf distribution with parameter β.
– Cumulative cache memory is M units, where M = mµ

for µ ≥ 1.
– Each cache can store at least one full file, i.e., ki ≥ 1
∀ i.

– Requests are received in batches of m̃ = ρm, where
ρ < 1. Each request is generated i.i.d. according to the
popularity distribution.

– At most one request in a batch can be allocated to each
cache.

A. Zipf distribution with β ∈ [0, 1)

We first characterize the performance of a distributed cache
system when file popularity follows the Zipf distribution with
parameter β ∈ [0, 1).

In addition to understanding the fundamental limit on the
performance of any policy, we also evaluate the performance
of a policy called Proportional Placement and Maximum
Matching (PPMM) proposed in [17]. [6, Theorem 1] character-
izes the performance of the PPMM policy for a homogeneous
cache system with the number of caches scaling linearly with
the number of files. In the PPMM policy, the number of caches
that store copies of a file are proportional to its popularity.
File copies are stored on caches such that no cache stores the
same file multiple times. Once a batch of requests is revealed,
a bipartite graph G(V1, V2, E) is created, where V1 is the set
of requests, V2 is the set of caches, and E is the set of edges.
There is an edge between v1 ∈ V1 and v2 ∈ V2 if Cache v2 can
serve request v1, i.e., if it stores a copy of the requested file.
Once the bipartite graph is created, the maximum cardinality
matching between the set of requests (V1) and the set of
caches (V2) is found. All the matched requests are served by
the corresponding caches and all the unmatched requests are
served by the central server via the root-node. Note that this
policy satisfies our service constraint that no cache is allocated
more than one request in a batch.

The following result is a straightforward generalization of
[6, Theorem 1] and characterizes the performance of the
PPMM policy for a homogeneous cache system, i.e., a system
where all caches have the same storage capabilities.

Theorem 1: Consider a homogeneous distributed cache
system satisfying Assumption 1 where all caches have equal
storage capacity of M/m units and file popularity follows the
Zipf distribution with parameter β ∈ [0, 1). For this system, let
RPPMM
z[0,1)

be the central server’s transmission rate for the PPMM
policy described above. Then, we have that,

E
[
RPPMM
z[0,1)

]
=

{
O(m) if M < (1− ε)n, ε > 0,

O
(
m2e−

M
n

)
if M ≥ n.

We use this result to characterize the amount of memory
needed in a homogeneous system to ensure that for the PPMM
policy, the expected transmission rate of the central server goes
to zero as the system size m scales.

Corollary 1: Consider a homogeneous distributed cache
system satisfying Assumption 1 where all caches have equal
storage capacity of M/m units and file popularity follows the
Zipf distribution with parameter β ∈ [0, 1). For this system,
let RPPMM

z[0,1)
be the central server’s transmission rate for the

PPMM policy described above. If M ≥ 3n lnm = Ω
(
n lnm

)
,

E
[
RPPMM
z[0,1)

]
= o(1).

We thus conclude that, for a homogeneous distributed cache
system and the PPMM policy, a cumulative cache memory
of M = Ω(n lnm) is sufficient to ensure that the expected
transmission rate of the central server goes to zero as the
system size m scales.



Our next result focuses on a heterogeneous distributed
cache system, i.e., a distributed cache system where storage is
non-uniform across caches. It characterizes the fundamental
limit on the performance of any policy and evaluates the
performance of the PPMM policy for such a system.

Theorem 2: Consider a heterogeneous distributed cache
system satisfying Assumption 1 where file popularity follows
the Zipf distribution with parameter β ∈ [0, 1).

(a) Lower bound on transmission rate: Let R̃∗z[0,1) be the
central server’s transmission rate for optimal policy.
There exists an α(ρ) ∈ (0, 1) such that if a fraction
of the m caches, say m2 = α ·m caches, have at most
O
(
n/m

1
1−β
)

units of memory, then, E
[
R̃∗z[0,1)

]
= ω(1).

(b) Performance of PPMM: Let R̃PPMM
z[0,1)

be the central
server’s transmission rate for the PPMM policy de-
scribed above. Then for any c > 0 and δ < 1, if
a fraction of the m caches, say m1 = (ρ + c)m
caches, have at least Ω(n/mδ) units of memory, then,
E
[
R̃PPMM
z[0,1)

]
= o(1).

Intuitively, the lower bound on the transmission rate for any
policy can be explained as follows. Increasing the number of
contents stored on a cache increases the potential utility of
that cache as it can be used to serve a request for any one
of the stored contents. When storage is non-uniform across
caches and content popularity is comparable across files, the
utility of caches with limited storage capabilities is small since
content popularity being comparable across files ensures that
the fraction of requests for any particular content is small. A
consequence of this is that it is very likely that many caches
with limited memory go unutilized when serving a batch of
requests. A large number of unutilized caches is equivalent to
a large number of requests being served via the central server,
thus increasing its transmission rate.

In the next result, we use Theorem 2(a) and Corollary 1 to
highlight the difference between homogeneous and heteroge-
neous cache systems with the same cumulative memory.

Corollary 2: Let α ∈ (0, 1) be as defined in Theorem 2(a)
and δ > 0. Consider distributed caching systems satisfying
Assumption 1 where file popularity follows the Zipf distri-
bution with parameter β ∈ [0, 1). Consider a heterogeneous
system such that α ·m caches each have at most O

(
n/m

1
1−β
)

units of memory and the remaining (1 − α)m caches each
have memory Θ

(
n/m1−δ). Then, E

[
R̃∗z[0,1)

]
= ω(1).

On the other hand, for a homogeneous system with the
same cumulative cache memory M = Θ

(
n ·mδ

)
as the above

heterogeneous system, we have E
[
RPPMM
z[0,1)

]
= o(1).

B. Zipf distribution with β > 1

We now compare the performances of homogeneous and
heterogeneous systems when file popularity follows the Zipf
distribution with parameter β > 1. The next result provides
lower bounds on the expected transmission rate for a system
with cumulative cache storage of M units.

Theorem 3: Consider a distributed cache system satisfying
Assumption 1 where file popularity follows the Zipf distri-
bution with parameter β > 1. Let R̃∗z>1

denote the optimal

transmission rate for any uncoded storage/service policy.

– If γ ≤ 1

β − 1
,

E
[
R̃∗z>1

]
=

{
Ω
(
m1−µ(β−1)) if M ≤ (1− ε)n, ε > 0,

Ω
(
m

2−µβ
β

)
if M = n,

E
[
R̃∗z>1

]
≥ 0 if M ≥ (1 + ε)n, ε > 0.

– If γ >
1

β − 1
,

E
[
R̃∗z>1

]
= Ω

(
m1−µ(β−1)

)
if M = o

(
m

1
β−1

)
,

E
[
R̃∗z>1

]
≥ 0 if M = Ω

(
m

1
β−1

)
.

Remark 1: Note that this result only depends on the cumu-
lative cache memory and is valid for all storage profiles with
the same amount of cumulative cache memory. This result is a
generalization of a result in [4] which holds only if the number
of files scales linearly with the number of caches, i.e., γ = 1.

C. Knapasack Storage + Match Least Popular Policy
Next, we analyze the performance of a policy called

Knapsack Storage + Match Least Popular policy (KS+MLP),
proposed in [4]. In [4], it was shown that the KS+MLP
policy is orderwise optimal for the homogeneous setting if
the number of caches scales linearly with the number of
files. We first make suitable modifications to the policy to
incorporate heterogeneity in memory across caches and an-
alyze its performance for more general storage profiles. We
describe the modified KS+MLP policy in detail for the sake
of completeness.

The KS+MLP policy comprises of two phases: the place-
ment phase and the delivery phase.

1) Placement Phase: In the placement phase, the goal is to
determine what to store on each cache. This task is completed
in two steps.
Knapsack Storage: Part 1 – In this part, we decide how many
caches store copies of each content by solving a Fractional
Knapsack problem. In the Fractional Knapsack problem, each
object has two attributes, namely, a weight and a value, and
the knapsack has a finite weight capacity. The goal is to
determine which objects should be added to the knapsack to
maximize their cumulative value while the weight constraint
of the knapsack is not violated. In the KS+MLP policy, each
file corresponds to an object. The weight of an object/file
corresponds to the number of caches on which it will be
replicated if selected. The weights are chosen such that with
high probability, all requests for that file can be served using
the caches. More specifically, if file popularity follows the
Zipf distribution with parameter β > 1, the weight of File i,
denoted by wi is assigned the following values.

wi =


m, if i = 1⌈(

1 + p1
2

)
m̃pi

⌉
, if 1 < i ≤ n1,⌈

4p1(logm)2
⌉
, if n1 < i ≤ n2,⌈

1
δ + 1

⌉
, if n2 < i ≤ n,

(1)



where n1 = (m̃p1)
1
β

(logm)
2
β

, and n2 = m
1+δ
β for some δ > 0. The

value of File i is the probability that it is requested at least
once in a batch of requests. The weight capacity of the cache
system is equal to the cumulative cache memory. Using these
parameter values, we solve the following Fractional Knapsack
problem:

max

n∑
i=1

xi(1− (1− pi)m̃)

s.t.
n∑
i=1

xiwi ≤M,

0 ≤ xi ≤ 1, ∀i.

If the solution to the above Knapsack problem gives xi = 1,
we store wi copies of File i else we don’t store File i.

Knapsack Storage: Part 2 – The previous step determines
how many copies of each file will be stored on the caches. The
next task is to store the copies of files on caches. File copies
are sorted in increasing order of the corresponding file index.
For example, consider a system consisting of five caches with
k1 = 3, k2 = 2, k3 = 2, k4 = 1, k5 = 1 units of memory. Say
the solution for Knapsack Storage: Part 1 gives x1 = x2 =
x3 = x4 = x5 = 1 and 0 otherwise, and w1 = 4, w2 = 2,
w3 = w4 = w5 = 1. The sorted list of file copies is illustrated
in Figure 3. Recall that caches are indexed in decreasing order
of memory. The sorted list of file copies is stored on the caches
in a round robin manner, i.e., the next file copy is placed on
the next cache which has a memory slot available, see Figure
3 for an illustration.

Sorted S:
1 1 1 1 2 2 3 4 5

Storage:

Fig. 3. Illustration of Knapsack Storage: Part 2 for a system with five caches.

2) Delivery Phase: In the delivery phase, requests are
allocated to caches for service using the Match Least Popular
policy (MLP), such that each cache is matched to at most one
request. All the matched requests are served by the correspond-
ing caches and all the unmatched requests are assigned to the
central server. As the name suggests, the Match Least Popular
policy matches requests for unpopular files before matching
requests for popular files to caches. Refer to Figure 4 for a
formal definition.

The next theorem evaluates the performance of the
KS+MLP policy for a particular sub-class of heterogeneous
distributed cache systems.

Theorem 4: Consider a distributed cache system satisfying
Assumption 1 where file popularity follows the Zipf distribu-

1: initialize i = n, set of idle caches = {1, 2, ...,m}.
2: if the number of requests for File i is more than the

number of idle caches storing File i, then
3: goto Step 8.
4: else
5: match requests for File i to idle caches storing File i,

chosen uniformly at random.
6: update the set of idle caches.
7: end if
8: i = i− 1, goto Step 2.

Fig. 4. Match Least Popular – Matches requests to caches.

tion with parameter β > 1 and the top (largest) Ω(m2−β+δ)
caches, for any δ > 0 have the same storage size. We have no
restrictions on the storage sizes of the other (smaller) caches.
Let E

[
R̃KS
z>1

]
denote the expected transmission rate of the

KS+MLP policy for this system.

– If γ ≤ 1

β − 1

E
[
R̃KS
z>1

]
=


O
(
m1−µ(β−1)) if M ≤ (1− ε)n, 0 < ε < 1,

O
(
m

2−µβ
β

)
if M = n

O (1) if M ≥ (1 + ε)n, ε > 0.

– If γ >
1

β − 1

E
[
R̃KS
z>1

]
=

O
(
m1−µ(β−1)) if M = o

(
m

1
β−1

)
,

O (1) if M = Ω
(
m

1
β−1

)
.

Remark 2: The key takeaways from this result are:
– If the top Ω(m2−β+δ) caches, for any δ > 0 have

the same memory size, then KS+MLP results match
orderwise with the lower bounds in Theorem 3. Hence,
in this case, the KS+MLP policy is orderwise optimal.

– Homogeneous systems have all caches with equal mem-
ory, and thus Theorem 4 also holds for homogeneous
systems.

Combining Theorems 3 and 4 we have the following result.
Corollary 3: Consider a distributed cache system satisfying

Assumption 1 where file popularity follows the Zipf distribu-
tion with parameter β > 1. If the top Ω(m2−β+δ) caches,
for any δ > 0 have the same memory size, the performances
of the optimal schemes for heterogeneous and homogeneous
systems are orderwise equal.

Compare the above result with Corollary 2 for β < 1,
which considers a heterogeneous cache system that divides a
cumulative cache memory of M = Θ(n ·mδ), δ > 0, amongst
two classes of caches: ‘rich’ caches with larger storage size
and ‘poor’ caches with smaller storage. Corollary 2 shows that
even if only a constant fraction of the caches are restricted
to be poor, it can cause significant disparity between the
performances of heterogeneous and homogeneous systems. On
the other hand, in the same setting for β > 1, Corollary 3



shows that even if as many as m − Ω(m2−β+δ) caches are
restricted to be poor with only one unit of memory, the
performance of the system will be orderwise the same as the
homogeneous system. This suggests that caching systems are
more tolerant to heterogeneity in storage under Zipf distribu-
tions with parameter β > 1 than under Zipf distributions with
parameter β < 1.

Intuitively, this difference can be explained as follows.
When content popularity is lopsided (β > 1), under the
KS+MLP policy, caches with limited storage are used to serve
requests for popular contents and the caches with large storage
which store a mixture of some popular and a large number of
unpopular contents typically are allocated to serve requests for
unpopular contents. This ensures that the low storage caches
are also utilized, unlike the case when content popularity is
comparable across files. Since most caches are utilized, the
number of requests served by the central server is small. As a
result, the effect of storage heterogeneity is lower for lopsided
content popularity distributions as compared to distributions
where it is comparable across files.

Corollary 3 describes a sufficient condition under which the
performances of the homogeneous and heterogeneous systems
remain comparable. Our next result characterizes a degree
of heterogeneity sufficient to ensure that the performance of
the heterogeneous system is orderwise inferior to that of a
homogeneous system with the same amount of cumulative
cache memory.

Theorem 5: Consider a distributed cache system satisfying
Assumption 1 where file popularity follows the Zipf distri-
bution with parameter β > 1. Let R̃∗z>1

denote the optimal
transmission rate for any uncoded storage/service policy. If ∃
a subset S of caches with cumulative memory |MS | such that

– |S| ≥ m−m1−µ(β−1)−δ, for any δ > 0 and
– |MS | ≤ (1− ε)n, for any ε > 0,

then, E[R̃∗z>1
] ≥ Ω

(
m1−µ(β−1)).

We thus conclude that if there is a large enough set of caches
(with cardinality m − m1−µ(β−1)−δ, for any δ > 0) with
cumulative storage less than a constant fraction of the catalog
size, the expected transmission rate can’t be made arbitrarily
small, irrespective of the total cache memory in the system.

Example: Consider a heterogeneous distributed cache sys-
tem with m caches and n = cm (c > 1) files with content
popularity following the Zipf distribution with β > 1. We have
two classes of caches: ‘rich’ and ‘poor’. Let the total cumula-
tive memory in the system be M = (1 + ε)n = (1 + ε)cm for
some ε > 0. Let m1 denote the number of rich caches, each
of which has k � 1 units of memory. The remaining m−m1

poor caches each have 1 unit of memory, see Figure 5 for an
illustration. Thus, we have m−m1 +m1k = M = (1 + ε)n.
For some small δ > 0, Figure 5 depicts two systems with the
same total cumulative memory, in which the number of rich
caches is m1 = m2−β−δ and m1 = m2−β+δ respectively. For
the former system which has fewer number of rich caches,
the expected rate grows as Ω(m2−β) from Theorem 5. On the
other hand, for the latter system which has more rich caches,

Corollary 3 shows that the KS+MLP policy achieves o(1) rate.
So for some small δ, modifying the storage profile to change
the number of rich caches from m2−β−δ to m2−β+δ can have
a dramatic impact on the server transmission rate.

Fig. 5. Impact of storage heterogeneity on server transmission rates

IV. SIMULATION RESULTS

In Section III, we presented asymptotic results as the
system size m grows, which compare the effects of storage
heterogeneity on the server transmission rate as a function of
β (or as a function of the popularity profile). In this section,
we simulate finite size cache systems and empirically validate
some of our theoretical findings.

First, we consider a system which consists of m caches with
total memory M units, n = m files with popularity following
the Zipf distribution with β = 0.3, and m̃ = 0.97m requests.
Similar to the example in the previous section, we consider
two classes of caches: ‘rich’ and ‘poor’, i.e., out of the m
caches, m1 caches (rich caches) each have k units of memory
and the remaining m − m1 caches (poor caches) each have
only 1 unit of memory. As the value of m1 decreases, the
memory is concentrated among fewer caches. For this system,
we simulate the PPMM policy as described in Section III-A
and consider the server transmission rate, averaged over 100
experiments.

Fig. 6. Plot of the average transmission rate vs the number of files (n) for
PPMM policy with m1 = {m, m

2
, m
10
, m
20
}, for a system where the number

of caches (m) = n, the number of requests (m̃) = 0.97n, the Zipf parameter
(β) = 0.3, and the total memory (M ) = 3n.



In Figure 6, we fix the total memory to M = m1k +m−
m1 = 3m units and plot the average transmission rate as a
function of number of files n for various values of m1. As
expected, (i) the transmission rate increases with n, and (ii) for
any fixed value of n, the transmission rate increases drastically
as the number of rich caches m1 decreases. As our result in
Corollary 2 suggests, there is significant difference between
the homogeneous and heterogeneous cases.

Fig. 7. Plot of the mean transmission rate vs cache size (k) of each of the
m1 rich caches for PPMM policy with m1 = {m, m

2
, m

4
, m

8
}, for a system

where the number of caches (m) = the number of files (n) = 400, the number
of requests (m̃) = 0.97n, and the Zipf parameter (β) = 0.3.

In Figure 7, we fix m = n = 400 and plot the average server
transmission rate as a function of the cache size k of each of
the m1 rich caches, for various values of m1. As we increase
k, we expect the transmission rate to decrease initially until
all the rich caches serve one request each, and remain constant
thereafter since the storage capacity of the poor caches is fixed
throughout to 1 unit. As expected, (i) for the homogeneous
case, the average transmission rate decreases exponentially
with k until it reaches 0, and (ii) for the heterogeneous case,
the average transmission rate decreases initially and remains
constant after a certain k, depending upon the heterogeneity
level (m1).

Next, we consider a system which consists of m caches with
total memory M units, n = 5m files with popularity following
the Zipf distribution with β = 1.2, and m̃ = 0.97m requests.
As before, we consider m1 rich caches and m − m1 poor
caches. For this system, we simulate the KS+MLP policy as
described in Section III-B and consider the server transmission
rate, averaged over 100 iterations.

Fig. 8. Plot of the average transmission rate vs the number of files (n)
for KS+MLP policy with m1 = {m, m

10
, m
20
, m
40
}, for a system where the

number of caches (m) = n
5

, the number of requests (m̃) = 0.97n, the Zipf
parameter (β) = 1.2, and the total memory (M ) = 3n.

In Figure 8, we fix the total memory to M = m1k +m−
m1 = 3m units and plot the average transmission rate as a

function of number of files n for various values of m1. As
expected, (i) the transmission rate increases with n, and (ii)
for any fixed value of n, unlike the β = 0.3 case (plotted in
Figure 6), the change in transmission rate for different values
of m1 is small. This is in line with our result in Corollary 3,
which suggests that the performances of the homogeneous and
heterogeneous systems are similar.

V. PROOFS

In this section, we prove the results stated in Section III4.
We are interested in order wise results. In the rest of this
section, we will use ci, where i ∈ N, to represent positive
constants.

A. Proof of Theorem 1

We analyze the performance of PPMM policy discussed
in Section III for β ∈ [0, 1) using ideas from the proof of
Proposition 1 in [17], which looks at the similar setting where
the request arrival process is Poisson and γ = 1.

Proof: (Theorem 1)
Case 1: M < (1− ε)n, ε > 0

Trivial.
Case 2: M ≥ n
Recall that each file is stored proportional to its popularity

in PPMM policy. i.e., File i is stored on di = Mpi caches.
Let bi denotes the number of requests for File i in a batch. bi
is Bin(m̃, pi), where, pi = p1

iβ
. For bi requests of File i, we

split each request into di sub-requests, each of size 1
di

units.
Let ∂s denote the set of files stored on Cache s. For each
i ∈ ∂s, we associate bi sub-requests of File i to Cache s. This
allocation leads to a fractional matching where the total data
served by each cache is less than 1 unit if ∀s ∈ {1, 2, ...,m},

∑
i∈∂s

bi
di
≤ 1.

By the total unimodularity of adjacency matrix, the exis-
tence of a fractional matching implies the existence of an
integral matching [17].

For the Zipf distribution with parameter β ∈ [0, 1), we have
that,

pn ≥
1− β
n

.

Let p∗ = 1−β
n . Hence, pi ≥ p∗ ∀i.

4Homogeneous basic versions of proofs are given in [4], [6].



P
(∑
i∈∂s

bi
di
> 1

)
≤ inf
s>0

E
[
e
s
∑
i∈∂s

bi
di

]
es

≤ inf
s>0

e−s
∏
i∈∂s

E
[
e
sbi
di

]
(due to negative associativity [18])

= inf
s>0

e−s
∏
i∈∂s

em̃ ln
(
pie

s
di +1−pi

)
Since, above function is decreasing in pi

≤ inf
s>0

e−s
∏
i∈∂s

em̃ ln
(
p∗e

s
Mp∗ +1−p∗

)
= inf
s>0

e−s+m̃
M
m ln

(
p∗e

s
amkp∗ +1−p∗

)
= e−

M(1−β)ρ
n h( 1

ρ )

where h(x) = x lnx−x+1 is the Cramer transform of a unit
Poisson random variable. Taking the Union bound over all m
caches,

P
(
matching exists

)
≥ 1−me−

M(1−β)ρ
n h( 1

ρ ).

Then,

E[RPPMM
z[0,1)

] ≤ 0× P
(
matching exists

)
+ m̃× (1− P

(
matching exists

))
≤ m̃me−

M(1−β)ρ
n h( 1

ρ ),

and the result follows.

B. Proof of Theorem 2

We use the following lemmas to prove Theorem 2.

Lemma 1: For a Binomial random variable X with mean
µ, by the Chernoff bound, ∀ δ ≥ 0,

P(X ≥ (1 + δ)µ) ≤

(
eδ

(1 + δ)(1+δ)

)µ
,

P(X ≤ (1− δ)µ) ≤ e−δ
2µ/2.

Proof: Follows from the properties of the Binomial
distribution.

Corollary 4: For a Binomial random variable X with mean
µ, for all 0 ≤ δ ≤ 1,

P(X ≤ (1 + δ)µ) ≤ e−δ
2µ/3.

Lemma 2: For a content delivery system satisfying Assump-
tion 1 with file popularity follows the Zipf distribution with
Zipf parameter β ∈ [0, 1), let di represents the number of
requests for File i in a batch. Then, for any δ > 0,

P
(
di ≤ 2mmax{0,1−µ(1−β)}+δ) = O

(
e−m

max{0,1−µ(1−β)}+δ
)
.

Proof: The popularity of File 1 is p1 = 1∑n
i=1 i

−β ≤ 1
n1−β

for large n. Under Assumption 1, the number of requests for
File 1 is Bin(m̃, p1) and the expected number of requests is
≤ m1−γ(1−β). Consider a new binomial random variable X
with mean mmax{0,1−γ(1−β)}+δ . By Corollary 4,

P
(
di ≤ 2mmax{0,1−γ(1−β)}+δ)

≤ P
(
X ≤ 2mmax{0,1−γ(1−β)}+δ)

= O
(
e−m

max{0,1−γ(1−β)}+δ
)
.

We now prove the Theorem 2, which evaluates the
performance of heterogeneous system with β ∈ [0, 1).

Proof:(Theorem 2 – Lower bound on transmission rate)
If a cache stores k units of data, the probability of the

cache is being idle is ≥
(
1 − ( kn )1−β

)m̃
. If ( kn )1−β = 1

c1m

i.e., k = Θ(mγ− 1
1−β ), and c2m caches have memory less

than k units, then the expected number of idle caches is
≥ c2me

− ρ
c1 . Hence, the number of unserved requests is

≥ m̃ − m + c2me
− ρ
c1 . If c2 > 1−ρ

e
− ρ
c1

, then the number

of unserved requests is Θ(m). From Lemma 2, no file is
requested more than mmax{0,1−γ(1−β)}+δ times for any δ > 0.
Hence, the expected transmission rate between the central
server and the root-node is Ω

(
m

mmax{0,1−γ(1−β)}+δ

)
= ω(1).

Proof: (Theorem 2 – Performance of PPMM)
Consider a new system (System B) by ignoring low memory

(ki < mγ−δ) caches, i.e., System B contains m′ = (ρ+ c3)m

caches, n = ( m′

ρ+c3
)
γ

files, total memory is M = m′ ∗mγ−δ ,
and receives m̃′ = ρ

ρ+c3
m′ requests. Let E[RB ] is expected

transmission rat of System B. System B satisfies the conditions
of Corollary 1. Therefore,

E
[
R̃PPMM
z[0,1)

]
≤ E[RB ] = o(1).

C. Proof of Theorem 3
We use the following lemma and proposition to prove

Theorem 3 and Theorem 4.

Lemma 3: Let a content delivery system contains n = mγ

files, with file popularity follows the Zipf distribution with
Zipf parameter β > 1. In a given time-slot, let di represents
the number of requests for File i. Let E1 be the event that:

(a) di ≥ 1 for i = O
(
m

1
β−δ

)
, where ε > 0 is arbitrarily

small constant,
(b) di ≤ 2p1(logm)2 for n1 < i ≤ n2,
(c) di ≤

(
1 +

p1
4

)
mpi for 1 ≤ i ≤ n1,

where n1 = (m̃p1)
1
β

(logm)
2
β

, and n2 = m
1+δ
β for redsome δ > 0.

Then we have that,

P(E1) = 1−O
(
ne−(logm)2

)
.



Proof:
Follows from the Chernoff bound. [4] proves similar lemma

(Lemma 2).

Proposition 1: Consider a distributed cache system satis-
fying Assumption 1 where file popularity follows the Zipf
distribution with parameter β > 1. Let File i size is Fi bits, and
R∗ denote the minimum transmission rate under the constraint
that no stored bit can serve more than one user. Then, we have,

E [R∗] ≥
n∑
i=1

Fi∑
u=1

(
1− (1− pi)m̃

)
− O∗,

where, O∗ = max

n∑
i=1

Fi∑
u=1

xi,u

(
1− (1− pi)m̃

)
s.t.

n∑
i=1

Fi∑
u=1

xi,u max{m̃pi, 1} ≤M,

0 ≤ xi,u ≤ 1, ∀i, u.

Proof: [4] proves similar theorem (Theorem 1).

Remark 3: Proposition 1 gives a lower bound to our system.
The lower bound depends on the solution to the fractional
knapsack problem (O∗). In particular, if the content popularity
follows the Zipf distribution with parameter β (i.e., File i is
requested with popularity proportional to the i−β), then the
optimal solution has following structure: ∃ imin, imax such
that

xi,u =


1, if imin < i < imax,

f1, if i = imin,

f2, if i = imax,

0, otherwise,

where, 0 ≤ f1, f2 ≤ 1,

n∑
i=1

bi∑
u=1

xi,u max{m̃pi, 1} ≤M.

It follows that

E[R∗] = Ω

(
n∑
i=1

bi∑
u=1

(1− xi,u)(1− (1− pi)m̃)

)
.

Proof: (Theorem 3)
Case 1: M ≤ (1− ε)n, 0 < ε < 1

Consider a new system with one cache of size M units
which can serve all the requests for the stored contents. It is
clear that a lower bound on the transmission rate in the new
system is also a lower bound on the transmission rate of the
original system.

In the new system, we can store at most M files. Therefore,
all requests for the n−M ≥ εn files that are not stored have
to be served by the central server. Therefore,

E
[
R̃∗z>1

]
≥
∫ n

M+1

(
1−

(
1− p1

iβ

)m̃)
di

=

∫ n

M+1

m̃p1
iβ

(1 + o(1))di

=
m̃p1
β − 1

[
1

(M)β−1
− 1

nβ−1

]
(1 + o(1))

≥ m̃p1
β − 1

[
1

(M + 1)β−1

]
(1 + o(1))

= Ω
(
m

(
1−µ(β−1)

))
.

Case 2: M = n

We use Proposition 1 to prove this result. Recall that the
optimal solution to O∗ has the following structure: ∃ imin ≥ 1
and imax ≤ n, such that,

xi =


1, if imin < i < imax,

f1, if i = imin,

f2, if i = imax,

0, otherwise,

where, 0 ≤ f1, f2 ≤ 1.

Let ĩ =
⌈(

m̃p1
2

) 1
β

⌉
. By the definition of fractional knapsack

problem, we have that,

f1
m̃p1

iβmin

+

ĩ∑
i=imin+1

⌊
m̃pi

⌋
+

imax−1∑
i=ĩ+1

1 + f2 = M

=⇒ f1
m̃p1

iβmin

+

∫ ĩ

imin+1

m̃pidi+imax − 2− 2̃i+ f2 ≤M

=⇒
∫ ĩ

imin+1

m̃pidi+ imax ≤M + 3̃i− f1
m̃p1

iβmin

.

∴ imax ≤M + 3̃i− f1
m̃p1

iβmin

+
m̃p1

(β − 1)

[
− (imin + 1)(−β+1) + ĩ(−β+1)

]
=M + 3

⌈(m̃p1
2

) 1
β

⌉
− f1

m̃p1

iβmin

+
m̃p1

(β − 1)[
− (imin + 1)(−β+1) +

⌈(m̃p1
2

) 1
β

⌉(−β+1)
]
.

Let imin = mα. Recall that the fractional knapsack solution
has imin ≤ ĩ. Hence, α ≤ 1

β .
If α < 1

β :



imax = M(1− o(1)). (2)
Since, M = n

imax

n
= 1− c4m−αβ+α(1− o(1)). (3)

Let E[R∗1] denotes the expected number of contents, which
are requested at least once and are more popular than Content
imin.

By Lemma 3 part (a),

E[R∗1] = mα

Let E[R∗2] denotes the expected number of contents, which
are requested at least once and are less popular than Content
imax.

E[R∗2] ≥
∫ n

imax+1

m̃p1
iβ

di

=
m̃p1
β − 1

[
1

(imax + 1)β−1
− 1

nβ−1

]
=

m̃p1
(β − 1)(imax + 1)β−1

[
1−

( imax + 1

n

)β−1]
From (2) and (3)

= c5m
1−µ(β−1)−αβ+α(1 + o(1)).

E
[
R̃∗z>1

]
≥ E[R∗1] + E[R∗2]

= mα + c6m
1−µ(β−1)−αβ+α(1 + o(1)).

Therefore,

E
[
R̃∗z>1

]
≥ Ω

(
mmax{α,1−µ(β−1)−αβ+α}

)
= Ω

(
m

1−µ(β−1)
β

)
.

If α = 1
β :

In this case, if i = o(m
1
β ) then Content i is not stored in the

caches. From Lemma 3 Part (a), all these files are requested
at least once. Hence, ∀ δ > 0,

E
[
R̃∗z>1

]
≥ Ω

(
m

1
β−δ

)
.

Therefore,

E
[
R̃∗z>1

]
≥ Ω

(
m

1−µ(β−1)
β

)
.

Case 3: M ≥ (1 + ε)n, ε > 0

0 is trivial lower bound.

D. Proof of Theorem 4

We use the following lemmas in the proof of Theorem 4.
Lemma 4 states that with high probability, all the requests

for files stored by the Knapsack are served by the caches.

Lemma 4: Let R = {i : xi = 1}, where xi is the solution
of the fraction knapsack problem solved in Knapsack Storage:
Part 1. Let E2 be the event that if the top (largest) ω(m2−β+δ)
caches, for any δ > 0, have the same storage size, the Match
Least Popular policy matches all requests for all contents in
R to caches. Then we have

P(E2) = 1−O(ne−(logm)2).

Proof: Before going into the proof we classify our caches
into 2 types.
Top caches: which contain at least one file from the set
[2 : n2],
Bottom caches: which does not contain files from [2 : n2].

if the Knapsack Storage policy decides to store Content i,
it stores it on wi caches.
n2∑
i=2

xiwi ≤
n1∑
i=2

⌈(
1 +

p1
2

)
mpi

⌉
+

n2∑
i=n1+1

d4p1(logm)2e

≤
(

1 +
p1
2

)
m(1− p1)

+(4p1(logm)2 + 1)m
1+δ
β

≤ (1− c7)m for some c7 > 0. (4)

Since the MLP policy matches requests starting from the
least popular contents, we first focus on requests for contents
less popular than Content n2. These less popular contents are
stored

⌈
1
δ + 1

⌉
times.

Bottom caches:
Let mz top (largest) caches have equal memory. Excluding

File 1, the cumulative popularity of files of a cache belong to
Bottom caches is

Pbcp ≤
p1(

m
1+δ
β

)β +
p1(

m
1+δ
β +m

)β
+

n∑
i=1

p1(
m

1+δ
β +m+ imz

)β
≤ O

(
p1

m1+δ
+
p1m

1−z

mβ
+

p1
mεβ

n∑
i=m1−z

1

iβ

)
=

p1
m1+δ

+
p1m

1−z

mβ
+

p1
(β − 1)mzβ[

1

m(1−z)(β−1) −
1

nβ−1

]
If z ≥ 2− β + δ, Pbcp = O

( 1

m1+δ

)
.



Let Xb,i denotes the number of requests arrived for files in
the Cache i except File 1, Then E[Xb,i] = O

(
1
mδ

)
. By the

Chernoff bound in Lemma 1, P(Xb,i ≥ 1) = O
(

1
mδ

)
. For

j ∈ [n2, n], File j is stored on d 1δ + 1e caches. Hence, by the
union bound, the probability that File j unmatched is O(m−δ).

Top caches:
Excluding files belong to [1 : n2], the cumulative popularity

of files of a cache belong to Top caches is

Ptcp ≤
p1

(c8m)β
+

n∑
i=1

p1(
c8m+ imε

)β c8 ≥ c7

= O

(
m1−z∑
i=0

p1
(c8m)β

+

n∑
i=m1−ε

p1(
fm+ imz

)β
)

= O
(p1m1−z

(c8m)β
+

p1
mzβ

n∑
i=m1−z

1

iβ

)
=
p1m

1−z

(c8m)β
+

p1
(β − 1)mzβ

[
1

m(1−z)(β−1) −
1

nβ−1

]
If z ≥ 2− β + δ, Ptcp = O

( 1

m1+δ

)
.

Let Xt1,i denotes the number of requests arrived for files in
the Cache i except for files ranked between 1 and n2, Then
E[Xt1,i] = O

(
1
mδ

)
. By the Chernoff bound in Lemma 1,

P(Xt1,i ≥ 1) = O
(

1
mδ

)
. For j ∈ [n2, n], File j is stored on

d 1δ + 1e caches. Hence, by the union bound, the probability
that File j such that j ∈ [n2, n] unmatched is O(m−δ).

Next, we focus on files ranked between 2 and n2. Let Di be
the set of caches storing File i for 2 ≤ i ≤ n2. From Equation
(4) if files are stored according to Knapsack Storage: Part
2, each cache stores at most one file with index i such that
2 ≤ i ≤ n2.

We now focus on requests for contents ranked between
n1 and n2. Each file is stored on |Di| = d4p1(logm)2e
caches. Let Xt2,i be the number of requests for these
caches from files ranked greater than n2, Then E[Xt2,i] =

O
(
d4p1(logm)2e 1

mδ

)
. By the Chernoff bound in Lemma

1, P
(
Xt2,i ≥ 2p1(logm)2

)
= O

((
1
mδ

)2p1(logm)2
)
.

From Lemma 3, each content is requested not more than
2p1(logm)2 times w.h.p. Hence, by the union bound, with

probability ≥ 1 − O

(
m
(

1
mδ

)2p1(logm)2
)

, all requests for

contents in R ranked between n1 and n2 are matched to caches
by Match Least Popular.

We now focus on requests for contents ranked between 2
and n1. File i is stored on |Di| = d(1 + p1

2 )mpie caches.
Let Xt3,i be the number of requests for these caches from
files ranked greater than n2, Then E[Xt3,i] = O

(
d(1 +

p1
2 )mpie 1

mδ

)
. By the Chernoff bound in Lemma 1, P

(
Xt3,i ≥

p1
4 mpi

)
= O

((
1
mδ

)(logm)2
)
. From Lemma 3, each content

is requested not more than (1+ p1
4 )mpi times w.h.p. Hence, by

the union bound, with probability ≥ 1−O

(
m
(

1
mδ

)(logm)2
)

,

all requests for contents in R ranked between 2 and n1 are
matched to caches by Match Least Popular.

We now focus on the requests for Content 1. Recall that if
the Knapsack Storage policy decides to cache Content 1, it is
stored on all m caches. Since the total number of requests in a
batch is m, even if all requests for contents ranked lower than
1 are matched to caches, the remaining caches can be used to
serve all the requests for Content 1.

The next lemma evaluates the performance of the Knapsack
Store + Match Least Popular (KS+MLP) policy for the case
where the content popularity follows the Zipf distribution.

Lemma 5: Consider a distributed content delivery system
satisfying Assumption 1, and the top (largest) ω(m2−β+δ)
caches, for any δ > 0 have the same storage size. Let RKS+MLP
be the transmission rate for the Knapsack Storage + Match
Least Popular policy when content popularity follows the Zipf
distribution with Zipf parameter β > 1. Then for m large
enough, we have

E[RKS+MLP] ≤
∑
i/∈R

1−
(

1− p1
iβ

)m̃
+ O(mne−(logm)2),

where p1 =
(∑n

i=1 i
−β)−1, R = {i : xi = 1}, such that

xi is the solution of the fraction knapsack problem solved in
Knapsack Storage: Part 1.
Proof: From Lemma 4, we know that, for m large enough,
with probability ≥ 1 − O

(
ne−(logm)2

)
, all requests for the

contents stored in caches by the KS+MLP policy are matched
to caches. Let ñ be the number of contents not in R (i.e.,
not cached by the KS+MLP policy) that are requested at least
once in a given time-slot. Therefore,

E[ñ] =
∑
i/∈R

1− (1− pi)m̃,

and

E[RKS+MLP] ≤ E[ñ]P (E2) +m(1− P (E2))

≤ E[ñ] + O(mne−(logm)2).

Proof: (Theorem 4)
Case 1: M ≤ (1− ε)n, 0 < ε < 1
From Lemma 4, if we store File i on wi caches and employ

the Knapsack Storage Policy: Part 2, all the requests for File
i in a batch are served locally with high probability. Consider
an alternative storage policy which starts storing files 2, 3, . . . ,
each on wi caches respectively until the cache memory is
exhausted. This policy stores Files 2, 3, . . . , M−(1−

p1
2 )m

d 1δ+1e . Let
E[R] be the expected transmission rate for this policy. By the



definition of fractional knapsack problem, E
[
R̃KS
z>1

]
≤ E[R].

Therefore,

E
[
R̃KS
z>1

]
≤ 1 +

∫ n

M−(1− p1
2

)m

d 1
δ
+1e

1− (1− pi)m̃di

= 1 +

∫ n

M−(1− p1
2

)m

d 1
δ
+1e

m̃pi(1 + o(1))di

≤ 1 +
2m̃p1
β − 1

[
1(

M−(1− p12 )m

d 1δ+1e

)β−1 − 1

(n)β−1

]

≈ O
(
m1−µ(β−1)

)
Case 2: M = n
Let Knapsack solution decides to store files from imin + 1

to imax.

∫ m
1
β

(logm)
2
β

imin

⌈(
1 +

p1
2

)
m̃pi

⌉
di+

⌈
4p1(logm)2

⌉
n

1+δ
β

− n
1+δ
β + imax ≥M∫ m

1
β

(logm)
2
β

imin

(
1 +

p1
2

)
m̃pidi+ 4p1(logm)2n

1+δ
β + imax ≥M

imax ≥M − 4p1(logm)2n
1+δ
β +(

1 +
p1
2

) mp1
(β − 1)

[(
m

1
β

(logm)
2
β

)1−β

− i(1−β)min

]

Let imin = mα such that α < 1
β and substitute it in the

above equation, we get

imax = M(1− o(1)) (5)
imax

n
= 1− c9m−α(β−1)(1− o(1)) (6)

E
[
R̃KS
z>1

]
≤ mα +

∫ n

imax

1− (1− pi)m̃di

= mα +

∫ n

imax

m̃pi(1 + o(1))di

= mα +
2m̃p1
β − 1

[
1

iβ−1max

− 1

nβ−1

]

= mα +
m̃p1

(β − 1)iβ−1max

[
1−

( imax

n

)β−1]
From (5) and (6)

= O(mα) + O
(
m1−µ(β−1)−α(β−1)

)
Optimize over α, we will get

E
[
R̃KS
z>1

]
= O

(
n

1−µ(β−1)
β

)
Case 3: M ≥ (1 + ε)n, ε > 0

If we store from Content t to Content n, the total memory
required is lesser than∫ m

1
β

(logm)
2
β

t

(
1 +

p1
2

)
m̃pidi+

4p1(logm)2

a
n

1+δ
β + n

≤
(

1 +
p1
2

) mp1
a(β − 1)

[
t(1−β) −

(
m

1
β

(logm)
2
β

)1−β]

+
4p1(logm)2

a
n

1+δ
β + n. (7)

Hence, ∃ t, a constant such that, equation (7) is less than
M .

Hence,
E
[
R̃KS
z>1

]
≤ t = Θ(1).

E. Proof of Theorem 5

Proof: In our system, assume that the cumulative memory
of m − c10m1−µ(β−1)−δ caches (say low memory caches) is
≤ (1−ε)n. Consider a new system with m+c10m

1−µ(β−1)−δ

caches, such that m caches are similar to our system and the
remaining c10m1−µ(β−1)−δ caches (say new caches), have n

m
units of memory each. From Theorem 3 Case 1, new caches
+ low memory caches can serve at most m̃ − m1−µ(β−1)

requests, and the remaining c10m1−µ(β−1)−δ caches can serve
c10m

1−µ(β−1)−δ requests. Hence,

E[R̃∗z>1
] ≥ Ω

(
m1−µ(β−1)).
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