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Abstract

We consider a G/G/1 queueing system with a single server, where updates/packets arrive from different sources

stochastically with possibly different update inter-generation time distributions. The server can transmit/serve at

most one update at any time, with potentially different transmission/service times for updates belonging to distinct

sources. The age of information (AoI) of any source is a function of the time difference between the departure time

of successive updates of that source. Each fully/partially transmitted update incurs a fixed (energy) cost, and the

goal of the scheduler is to minimize the linear combination of the sum of the age of information across all sources

and the total energy cost. One distinguishing feature of the considered problem compared to the rich scheduling

literature is that it is not necessary to transmit all updates, and transmitting only a subset (unknown) of updates

is sufficient. We propose a simple non-preemptive randomized scheduling algorithm, that randomly marks arriving

updates from a source to be eligible for transmission with a fixed probability and discards them otherwise. Every

time the server becomes free, it chooses a source for transmission randomly with another fixed probability and

begins to transmit the most recently marked update of the chosen source. Both the respective probabilities are chosen

by solving a convex program. The competitive ratio of the proposed algorithm (against a non-preemptive offline

optimal algorithm) is shown to be 3 plus the maximum of the ratio of the variance and the mean of the inter-arrival

time distribution of sources. For several common distributions such as exponential, uniform and Rayleigh, the

competitive ratio is at most 4. For preemptive policies, a G/M/1 system is considered and a non-preemptive policy

is shown to have competitive ratio (against a preemptive offline optimal algorithm) at most 5 plus the maximum

of the ratio of the variance and the mean of the inter-arrival time distribution of sources.

Index Terms

age of information, scheduling, competitive ratio.

I. INTRODUCTION

With the advent of modern applications such as remote gaming, smart and connected cars, IoT, smart

homes etc., information timeliness has become an important performance metric in addition to the tradi-
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tional ones such as throughput and delay. Information timeliness refers to quick and periodic dissemination

of information, for example, in networked cars, critical safety information needs to be updated quickly and

often enough. In recent times, several metrics have been proposed for information timeliness that include

the age of information (AoI) [1], the age of incorrect information [2], the age of incorrect estimates [3].

Because of its simplicity and elegance, AoI has become the de facto first choice for analysis, where the

age at time t is defined as the time elapsed since the last received update was generated, and the AoI is

the average of age across time. In this paper, we consider a very general AoI scheduling problem, that

we describe after presenting the following background.

A. Prior Work

Research on analyzing the AoI, started with [1] that considered a M/M/1 system, that has a single

server where updates from a single source arrive having exponential inter-generation times, and the server

follows a FCFS policy with exponential service time. Subsequently, the same question was posed for

the M/M/1 system following other scheduling policies such as LCFS, LCFS with preemption [4] etc. In

addition to considering the AoI, the peak AoI (maximum AoI over all times) [5] has also been studied

for the M/M/1 system with a single source under different scheduling policies.

Extensions of this work to D/G/1 system for FCFS and LCFS has also been reported in [6], [7]. An

additional model called the generate-at-will has also been considered [8], where the source can generate

the update at any time, however, the update is received at the monitor with a delay/service time that is

stochastically distributed.

Next step in this direction was to consider a M/M/1 system where updates arrive from multiple sources,

and the considered objective was to characterize the mean, the distribution (equivalently the moment

generating function) of the AoI or the related performance metrics for each of the sources [9], [10].

Since AoI is a source based metric and depends on the relative delay between two consecutive departures

corresponding to status updates received for any source at the monitor, this was more challenging than

studying a single source case. Similar to the single source case, with multiple sources also, primarily the

analysis was restricted for fixed scheduling policies such as FCFS, LCFS, FCFS with preemption etc [9],

[10]. Analyzing the distributional properties of AoI when the energy used to transmit updates is sourced

from renewable sources called energy harvesting has also been considered in [11], and references therein.

An alternate AoI research direction has been the discrete-time model [12], [13], where time is slotted,

and there are multiple sources who want to update their information to the monitor. To model the

delay/service time of the continuous-time model, for each slot, the probability that an update sent by

source i is successfully received at the monitor is assumed to be pi, independent across slots. Under a

natural constraint that at most one source can transmit its update in any given slot, a centralized scheduling

problem has been widely considered [12], [13]: in each slot which source should update its information

to the monitor so as to minimize the long-term weighted sum of the AoI across all sources.

Most of the research in the discrete-time model considered the generate-at-will model, where for example

[12] showed that a simple randomized policy is 2-competitive. 1 Similar results have been extended for

richer models, e.g. fading channel [14], multiple access channel [15] etc. In the discrete-time model,

when the updates arrive intermittently at the sources is somewhat less well investigated. As far as we

1Ratio of the cost of this policy and an optimal offline policy in the worst input case.
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know, only [13] has considered this problem, and derived a 4-competitive policy, when the inter-generation

time distribution is geometric (corresponding to exponential distribution in continuous-time) with possibly

different parameters for each source.

Most of the research on AoI related problems has ignored the cost of transmission, e.g. energy/power,

and allows frequent transmissions to lower AoI without accounting for the increased cost of transmission.

There is, however, an inherent tradeoff between AoI and transmission cost, as studied in [16] to minimize

the sum of the AoI and the cost of transmission or minimize AoI subject to an average power constraint

[15]. In addition, when partial packets are transmittable by accounting for distortion cost, [17] proposed

a 2-competitive policy for minimizing the sum of the distortion, the AoI and the energy cost.

B. Considered Problem

In this paper, we consider a scheduling problem for the continuous-time model with multiple sources.

In particular, we consider a G/G/1 system, where updates from different sources arrive to a single queue.

The inter-generation time of updates for source i is assumed to be stochastic with distribution Gi, while the

service time distribution of an update from source i is Di. At any time, only one update from any source

can be under service. In a major departure from most of the prior work in the continuous-time model [1],

[4]–[7], [9]–[11] that found the distribution of AoI for a fixed scheduling policy, our focus in this work

is on finding optimal scheduling policies. Moreover, we also consider a general metric compared to prior

work, that is a linear combination of the weighted AoI and the total cost of transmission (service), where

a constant cost (which may be different for each source) is counted for each partial/complete transmission

(service). For the G/G/1 case, we restrict our attention to finding an optimal non-preemptive policy,2 while

for the G/M/1 case, we consider finding an optimal preemptive policy.

As far as we know, the considered problem remains unsolved even for a single source and zero

transmission cost. For a single source, the problem of minimizing the sum of the AoI and the transmission

cost has been considered in [16], however, without any transmission delay, where an optimal threshold

based policy has been derived when G is exponential. Similarly, for a single source, without accounting for

the transmission cost, an always preempt policy (always transmit the newly arrived update while discarding

the update under transmission) has been studied [4], [9], [10] for minimizing the AoI only. However,

note that forcibly preempting updates is not necessarily optimal. The decision question on whether to

preempt/discard an on-going update transmission if a new update arrives at the server or not, has been

considered in [18], however, without any theoretical guarantee. With multiple sources having different

Gi,Di distributions, this problem is further compounded. It is worthwhile noting that the considered

continuous-time model also generalizes the discrete-time model [12], [13], where scheduling problems

have been studied for the specific case when Gi and Di are geometric.

It turns out that directly finding the optimal non-preemptive/preemptive scheduling policy is challenging,

and we take recourse in finding scheduling policies with small competitive ratios, where the competitive

ratio is defined as follows. For a scheduling policy, the competitive ratio is defined as the ratio of the

expected sum of the AoI and the transmission cost achieved by the scheduling policy and the expected

sum of the AoI and the transmission cost achieved by an optimal offline policy that is aware of the input

in advance.

2The technical reasons for not considering preemptive policies are summarized in Remark 11 (in Section III).
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C. Comparison with other Scheduling Problems

One of the most well-studied scheduling problems in literature is the flow-time (sum of job response

times) minimization problem, where both the stochastic as well as arbitrary input is considered. In the

arbitrary input case, jobs/packets with arbitrary sizes arrive at arbitrary time to a queue, while in the

stochastic case both the arrival times and job/packet sizes follow a distribution. With a single server, that

can process at most one packet at any time with a fixed speed, the problem is to find the scheduling policy

that minimizes the flow time of each job. It turns out that the elegant shortest remaining processing time

(SRPT) policy that at any time processes the job with the least remaining processing time is optimal in

both the stochastic as well as the arbitrary input case [19]. For the M/G/1 system, flow time minimization

with uncertainty about job sizes has been considered in [20], which showed that the Gittin’s policy is

‘universally’ optimal.

The flow time minimization problem becomes more challenging in the presence of multiple servers.

With multiple servers, for the stochastic input, multi-server SRPT policy is optimal in the heavy-traffic

limit [21], while for the arbitrary input, multi-server SRPT policy is order-wise optimal [22]. In the

arbitrary input case, the weighted counterpart of the flow time minimization problem where the objective

is the weighted average of the job flow-times is also well-studied [23], and for which it is known that

competitive online policies do not exist without resource augmentation.

Other related scheduling problems include the completion time problem [24], [25], the makespan

problem [26], [27], and the co-flow problem [28]–[31]. Scheduling to minimize multi-class weighted

flow time in a M/G/1 system, where class j jobs have weight cj and service rate µj has been considered,

and for which the famous cµ-rule that schedules the job with the largest cjµj has been shown to be

optimal [32], [33]. In addition, there is some analysis of multi-server priority queues. where there are

finitely many classes of jobs with exponential or phase-type service requirement distributions [34]–[36].

Compared to these well studied scheduling problems, the AoI scheduling problem is more involved

primarily because all the updates for each of the sources need not be transmitted/serviced. This critical

observation follows directly from the definition of the AoI, since updates on their own have no meaning,

all that matters is the time difference between two successive updates received at the monitor from the

same source. This additional combinatorial feature (which subset of updates should be transmitted) makes

the considered problem fundamentally different than the well studied scheduling problems.

D. Our Contributions

We first describe our contributions for the G/G/1 system, where the goal is to find a non-preemptive

policy with small competitive ratio.

1) Policy: To solve the considered problem, we propose a randomized non-preemptive scheduling

policy, that on arrival of each update for source i, considers it for transmission with probability pi and

discards it immediately otherwise. Whenever an update under transmission is received at the monitor and

the channel becomes free, source ℓ is picked for transmission with probability p̂ℓ, where

p̂ℓ =
(pℓ/µℓ)

∑N
i=1(pi/µi)

,

and µi is the mean of the inter-generation time of updates at source i. The policy thus only needs the

knowledge of µi and not of the complete distribution Gi. The selected source then transmits its most
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recently arrived update. Critically, if the selected source i has no (new) update to transmit, the policy

waits/idles for a random period of time, drawn independently from the service time distribution Di. The

probabilities pi’s are chosen by solving a convex optimization problem having constraints that are functions

of the expected service time for each source. The considered convex program tries to minimize an upper

bound on the sum of the AoI and the average transmission cost for the considered policy.

2) Guarantee: For the proposed policy, we show that its competitive ratio (against a non-preemptive

optimal offline algorithm) is upper bounded by

max{4, 3 + max
ℓ

{σ2
ℓ/µ

2
ℓ}}. (1)

where σ2
ℓ is the variance of the packet inter-generation time for source ℓ. Notably, for many of the ‘nice’

distributions, e.g. exponential, uniform, Rayleigh, etc., the ratio σ2
ℓ/µ

2
ℓ ≤ 1 and the competitive ratio is

upper bounded by 4. It is worth noting that the competitive ratio upper bound (1) is independent of the

service time distributions Dℓ’s. Moreover, we recover the 4-competitive result of [13] for the discrete-time

model that considered geometrically distributed inter-generation times of updates since for that σ2
ℓ/µ

2
ℓ = 1.

As far as we know, this is a first such result in the area of AoI scheduling, with general inter-generation

time and service time distributions Gi and Di, respectively.

We also construct a ‘tight’ example with a single source to show that the competitive ratio of the

proposed policy is at least σ2

2µ2 , and conclude that the dependence of the competitive ratio of the proposed

policy on σ2

µ2 is unavoidable.

3) Remarks on the Policy and the Guarantee: One feature of the proposed policy that is worth discussing

is : why should the policy idle when a source is selected for transmission without having an update to

transmit, and not move on to pick any of the sources that have an update to transmit. The primary answer

to this is the ease of analysis, since it keeps the system symmetric without having to keep track of sources

that have an update to transmit. Moreover, it is not obvious whether a simple modification to the policy

that picks only those sources for transmission that have an update to transmit, strictly decreases the AoI

over the proposed policy. The intuition for this can be borrowed from [8], where it has been shown that

introducing non-zero delay between two successive update transmissions is in fact optimal to minimize

the AoI for a single source under the generate-at-will model and stochastic service times. Essentially,

introducing idling time can help in transmitting ‘fresher’ packets which in turn can potentially improve

the AoI. Also, in Section V-A we show (using numerical simulation) that when the cost per transmission

is large, idling indeed helps in minimizing the sum of the AoI and the average transmission cost.

Next, we describe the reason for the competitive ratio of the proposed policy to be a function of σ2
ℓ/µ

2
ℓ .

To derive an upper bound on the competitive ratio, the first critical step is to lower bound the cost of

the optimal offline policy (OPT). In particular, for the considered problem, we need to lower bound the

AoI cost paid by the OPT, which depends on the variance of the time-difference between the generation

time of two consecutive updates that are in fact transmitted by the OPT. As we show in Example 1, this

variance can be made arbitrarily close to zero by the OPT, and hence we lower bound the variance of

the OPT by zero. In contrast, for the proposed policy, each arriving update at source i is eligible to be

transmitted with a fixed probability pi, and consequently the mean and the variance of time-difference

between the generation time of two consecutive updates that are transmitted by the proposed policy for

source i are functions of µi/pi and σ2
i /pi, respectively. Moreover, the eventual AoI cost of the proposed

policy is a function of the ratio of the variance and mean square, thus resulting in the bound (1).
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4) Preemptive policies for G/M/1 system: We also consider preemptive policies, however, only in a

G/M/1 system. In particular, the offline optimal policy is allowed to be preemptive. We show that the

competitive ratio of a non-preemptive policy that is conceptually identical to the policy defined in Section

I-D1, that uses only some different constants, has a competitive ratio of

max{6, 5 + max
ℓ

{σ2
ℓ/µ

2
ℓ}}. (2)

against an optimal offline algorithm that is allowed to be preemptive. This is an interesting result, since

even with the exponential service time distribution in the G/M/1 system, a preemptive algorithm can

definitely improve its AoI performance by preempting packets since AoI improves by servicing fresher

packets. However, to prove this result we show that even with preemption, the total time between two

consecutive completely transmitted/serviced packet for a source i is still bounded by the expected service

time γi of Di.

II. SYSTEM MODEL

In this paper, we consider the G/G/1 system for non-preemptive policies, and a G/M/1 system for

preemptive policies. To avoid notational inconvenience, we defer the discussion of preemptive policies to

Section IV that requires some added notations, and only consider non-preemptive policies for a G/G/1

system here.

Consider a system consisting of N sources, where updates (henceforth, packets) are generated at source

ℓ intermittently, and the inter-generation time between the ith and the i+1st packet is Xℓi. We assume that

Xℓi is independent and identically distributed according to some distribution Gℓ, with mean µℓ < ∞ and

variance σ2
ℓ . There is a single monitor, and all the N sources wish to send their updates to the monitor

as soon as possible. At any time, at most one source can transmit its packet to the monitor, and packet

i’s transmission by source ℓ takes dℓi time units (called transmission time) to complete (received at the

monitor). We assume that transmission time (dℓi) experienced by packet i of source ℓ is independent

and identically distributed according to some general distribution Dℓ, with mean γℓ < ∞, independent

of everything else. There is a single centralized scheduler, where at any time t, the scheduler has causal

information of all the sources, and gets to decide which source should transmit when the channel becomes

free (previous transmission is completed). With the non-preemptive restriction, packets can be transmitted

in any order or discarded if their transmission has never started, however, a packet under transmission

cannot be preempted or discarded.

This description is equivalent to a G/G/1 system without preemption, however, we are using the standard

language found in the AoI literature. Also with abuse of notation, we will interchangeably use transmission

or service time of a packet without any ambiguity. The reasons for restricting to non-preemptive policies

is summarized in Remark 11.

Definition 1: At any time t, the channel is said to be busy, if a packet is already under transmission by

some source. Otherwise, the channel is free. A source can begin transmission of a packet only when the

channel is free.

Assumption 1: We assume that for each source ℓ, the scheduler knows the transmission time distribution

Dℓ. However, regarding the packet inter-generation time distribution Gℓ, the scheduler only knows its mean

µℓ.
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Remark 1: Note that for different sources, Gℓ’s and Dℓ’s may belong to different family of distributions.

For example, we may have G1 a uniform distribution, G2 an exponential distribution, D1 a Rayleigh

distribution, and D2 a log-normal distribution.

At any time t ≥ 0, age of source ℓ at the monitor is ∆ℓ(t) = t − λℓ(t), where λℓ(t) denotes the

generation time of the latest packet of source ℓ that has been received at the monitor (i.e., completely

transmitted by source ℓ) until time t. Thus, the age of information (AoI) ∆av
ℓ (t) of source ℓ until time t is

∆av
ℓ (t) =

1

t

∫ t

0

∆ℓ(i)di. (3)

Each time source ℓ transmits a packet, it incurs a transmission cost of cℓ units, where cℓ ≥ 0 is constant,

and includes the cost for channel usage, as well as the energy required to transmit the packet. Hence, the

average transmission cost incurred by source ℓ until time t is given by

Cav
ℓ (t) =

cℓRℓ(t)

t
, (4)

where, Rℓ(t) denotes the number of packets transmitted by source ℓ until time t (including the packet

being transmitted at time t).

Definition 2: A causal transmission policy (in short, causal policy) refers to a centralized algorithm

(employed by the scheduler) that at each time t when the channel is free, based only on the causal

information of all the sources available at time t, schedules at most one source to transmit its packet. For

this section, all policies are non-preemptive.

The objective is to find a causal policy (Definition 2) that minimizes a linear combination of the AoI

and the average transmission cost of all the sources (henceforth, called the weighted sum cost). Formally,

the weighted sum cost of policy π is given as

Γ(π) = lim
t→∞

1

N

N
∑

ℓ=1

(Cav
ℓ,π(t) + ρℓ∆

av
ℓ,π(t)), (5)

where ρℓ ≥ 0 is a constant (weight parameter) corresponding to each source ℓ, and Cav
ℓ,π(t) and ∆av

ℓ,π(t)

respectively denote the average transmission cost and the AoI of source ℓ until time t, under policy π.

The objective is formulated as the optimization problem

min
π∈Π

Γ(π), (6)

where Π is the set of all causal policies π.

Remark 2: We consider the cost function (5) to be a linear combination of the AoI and the average

transmission cost, as it naturally captures the tradeoff between the AoI and the transmission cost, specially

in systems where there is no explicit constraint on the AoI/transmission cost, e.g. in systems with sufficient

energy supply with cost per unit consumption.

Remark 3: Any cost function of the form
∑N

ℓ=1(ρℓ,1C
av
ℓ,π(t) + ρℓ,2∆

av
ℓ,π(t))/N (where ρℓ,1, ρℓ,2 > 0 are

constants ∀ℓ) can be expressed as
∑N

ℓ=1(C
av
ℓ,π(t) + ρℓ∆

av
ℓ,π(t))/N (for ρℓ = ρℓ,2), by subsuming ρℓ,1 inside

cost per transmission cℓ (that appears in the expression for Cav
ℓ,π). Therefore, the objective function (5) is

equivalent to the general problem that considers weighted sum of the average transmission cost and the

AoI across all the sources.

Remark 4: Without loss of generality, we assume that for each source ℓ, 0 < ρℓ < ∞, and 0 ≤ cℓ < ∞.

When these conditions are not satisfied, the optimization problem (6) becomes trivial.
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Remark 5: When cℓ = 0 for each source ℓ, the objective (6) simplifies to an AoI minimization problem

with multiple sources, where the packet inter-generation times, as well as the transmission time for packets

may follow any general distribution. In prior work, such an AoI minimization problem has been considered

under restricted settings, such as with single source [8], [16], generate-at-will model [8], [37], discrete-time

model, [13], [37], zero transmission time [16], etc.

From prior work [12], [13], [16], [37], it is known that for a multi-source setup, finding an optimal causal

policy is challenging. Thus, in this paper, to quantify the performance of a causal policy, we compare

it against the performance of an optimal offline policy using the metric of competitive ratio (Definition

4). Compared to a causal policy, an offline policy has access to more information, and that typically

allows lower bounding of the cost of an optimal causal policy. However, more the extra information an

offline policy has, larger is the gap between the performance of the optimal offline policy and a causal

policy. Thus, ideally, we want the offline policy to have as little extra information as possible over the

causal policy, while allowing analytical tractability. For the considered problem, we let the offline policy

know the inter-generation time of updates non-causally, but the transmission time/delay experienced by

any packet that is transmitted is revealed to it causally. We rigorously define the optimal offline algorithm

that we consider next.

Definition 3: A policy π⋆
OF is called an optimal offline non-preemptive policy, if its weighted sum

cost Γ(π⋆
OF ) (5) is minimum among all non-preemptive policies that know the generation time of all the

packets (at each source) in advance. We assume that the transmission time for each packet is realized

once the packet is transmitted, and it is not known to π⋆
OF non-causally.

Definition 4: For a causal non-preemptive policy π, its competitive ratio CRπ is defined as the ratio of

the expected weighted sum cost (5) for policy π and the expected weighted sum cost (5) for an optimal

offline non-preemptive policy π⋆
OF (Definition 3), where the expectation E[·] is jointly with respect to the

distributions Gℓ and Dℓ (for each source ℓ), and the corresponding transmission policy (i.e., π or π⋆
OF ).

Mathematically,

CRπ =
E[Γ(π)]

E[Γ(π⋆
OF )]

. (7)

In the following, we propose an easy to implement causal non-preemptive stationary randomized policy

(in Section III), and derive an upper bound on its competitive ratio (Definition 4), which is shown to be

at most 4 for common distributions such as exponential, uniform and Rayleigh. Before presenting these

results, we need some preliminaries, which we discuss next.

Let the packets generated at source ℓ be indexed as ℓ1, ℓ2, ..., ℓi, ... in increasing order of their generation

time. Also, let gℓi denote the generation time of packet ℓi, with gℓi − gℓ(i−1) = Xℓi ∼ Gℓ.

Definition 5: At any time t, a packet ℓi (generated until time t) is called fresh, if the generation time

of packet ℓi is greater than the generation time of the latest generated packet of source ℓ that has been

received at the monitor until time t, i.e., t ≥ gℓi > λℓ(t). Note that at any time, a source can have multiple

fresh packets. Also, for minimizing AoI, only fresh packets are useful.

Among all the packets generated at source ℓ, under a policy π, a subset of these packets get transmitted

to the monitor. Let the packets of source ℓ that get transmitted to the monitor under a policy π be indexed

as ℓπ1 , ℓ
π
2 , ... in increasing order of their generation times. Also, let gπℓi, s

π
ℓi, and rπℓi denote the generation

time of packet ℓπi , the instant when the transmission of packet ℓπi begins, and the time when packet ℓπi is

received at the monitor, respectively, under policy π. Therefore, gπℓi ≤ sπℓi ≤ rπℓi.
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∆π
ℓ (t)

gπℓ0 gπℓ1 gπℓ2 gπℓ3rπℓ1 rπℓ2 rπℓ3 t
T π
ℓ1 T π

ℓ2 T π
ℓ3 ηπℓ (t)

Zπ
ℓ1

Zπ
ℓ2 Zπ

ℓ3

Qπ
ℓ1

Qπ
ℓ2 Qπ

ℓ3

Fig. 1: Sample age plot of source ℓ in a multi-source system, where the time-averaged area under the

solid black lines is the AoI. Packet ℓπi generated at source ℓ at time gπℓi is received at the monitor at time

rπℓi.

Definition 6: The system time of packet ℓπi (denoted by Zπ
ℓi) is defined as the difference between the

generation time of packet ℓπi and the time when it gets received at the monitor (i.e., when its transmission

completes). Therefore, Zπ
ℓi = rπℓi − gπℓi, as shown in Figure 1.

Note that the system time (Definition 6) of packet ℓπi can also be written as

Zπ
ℓi = wπ

ℓi + dℓi, (8)

where wπ
ℓi = sπℓi − gπℓi is the waiting time for packet ℓπi (i.e., the duration of time when packet ℓπi is

available at source ℓ, but is not being transmitted), and dℓi = rπℓi − sπℓi denotes the total transmission time

for packet ℓπi . Note that dℓi is a realization from Dℓ and hence independent of the transmission policy π.

However, the waiting time wπ
ℓi depends on π, which implies that the system time Zπ

ℓi also depends on π.

Moreover, Zπ
ℓi ≥ dℓi (since wπ

ℓi ≥ 0, by definition).

Further, we define a period as follows.

Definition 7: Under policy π, for each source ℓ, we define a period as the time interval between

the generation time of two consecutive packets of source ℓ that are received at the monitor. Since the

considered policies are non-preemptive, set of packets transmitted is the same as the set of packets received

at the monitor. As shown in Figure 1, the interval Pπ
ℓi = (gπℓ(i−1), g

π
ℓi] represents the ith period of source

ℓ under policy π, and the length (duration) of period Pπ
ℓi is T π

ℓi = gπℓi − gπℓ(i−1). Note that a period starts

as well as ends at the generation time of some packet. Hence, T π
ℓi depends on both the packet generation

process, and the policy π.

Remark 6: Without loss of generality, we assume that the age of all the sources at time t = 0 is 0 (i.e.,

∆ℓ(0) = 0, ∀ℓ ∈ {1, · · · , N}). In (6), since we are interested in the weighted sum cost over infinite time

horizon, this assumption does not affect the final solution of (6), but simplifies the analysis, and for each

source ℓ, allows us to assume gπℓ0 = 0 (i.e., the first period of every source starts at time 0).

As shown in Figure 1, for any policy π and source ℓ, when gπℓ0 = 0, any time t can be written as

t =

Rπ
ℓ
(t)

∑

i=1

T π
ℓi + ηπℓ (t), (9)

where Rπ
ℓ (t) denotes the number of packets transmitted by source ℓ until time t under policy π, ηπℓ (t) =

t− λℓ(t) = t− gπℓRπ
ℓ
(t) denotes the length of the ongoing period of source ℓ at time t, and λπ

ℓ (t) denotes
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the generation time of the latest generated packet of source ℓ that has been received at the monitor until

time t, under policy π.

Using this formalism, we next propose and analyze randomized scheduling policy to solve problem (6).

III. STATIONARY RANDOMIZED CAUSAL TRANSMISSION POLICY

Consider a stationary randomized policy πsr (Algorithm 1), that at any time t, (i) if a packet is generated

at source ℓ, marks the generated packet with probability pℓ (and discards it otherwise), and (ii) if the

channel becomes free (latest transmission is complete/received at the monitor), chooses source ℓ (among

all the N sources) for transmission with probability

p̂ℓ =
(pℓ/µℓ)

∑N
i=1(pi/µi)

. (10)

If the chosen source ℓ has at least one fresh marked packet, then its latest generated marked packet is

transmitted. Else, the policy waits for a random time duration, independently sampled from distribution

Dℓ. The probability vector [p1, p2, ..., pN ] is obtained by solving the following convex optimization problem

argmin
[p1,...,pN ]

N
∑

ℓ=1

(

2ρℓµℓ

pℓ
+

cℓpℓ
µℓ

)

, (11)

s.t.

N
∑

ℓ=1

pℓγℓ
µℓ

≤ 1, (12)

pℓ ∈ [0, 1], ∀ℓ ∈ {1, · · · , N}. (13)

Remark 7: The rationale for choosing pℓ’s as the solution of (11)—(13) is that in Lemma 2, we show

that the expression (11), with some additional constant terms, is an upper bound on the expected weighted

sum cost for the proposed policy E[Γ(πsr)]. Thus the proposed policy is choosing pℓ’s to minimize an

upper bound on its weighted sum cost. Note that the constraint (12) is derived in Lemma 8 (that relates

the number of packets that each source may transmit).

Remark 8: Under πsr (Algorithm 1), if a source ℓ is chosen by SR-NSS which does not have a fresh

marked packet, then it waits for a random amount of time as per distribution Dℓ (instead of choosing a

different source). This is to ensure that the time duration between two successive instants when a given

source ℓ is chosen under SR-NSS (to transmit), does not depend on SR-PMS (i.e., when the packets are

marked at source ℓ). Also, it has been shown in [8], [38] that when the transmission times are random,

non-zero wait might help in minimizing the AoI for a source. In fact, in Section V-A using numerical

simulation (Figure 7), we show that when the cost per transmission is large, waiting helps in minimizing

the weighted sum cost (5). Thus, it is not trivially wasteful to wait.

Remark 9: The probability p̂ℓ (10) that source ℓ is chosen to transmit is a function of both the probability

pℓ (11) with which source ℓ marks a generated packet, and the mean packet inter-generation time µℓ at

source ℓ. Intuitively, this synchronizes SR-PMS and SR-NSS such that mostly when a source ℓ is chosen

to transmit, it has a fresh marked packet to transmit (discussed in Section V-A). Note that the subroutine

SR-PMS (in particular, the choice of pℓ’s (11)) used to mark/discard packets is critical as it prevents πsr

from transmitting unnecessarily when the cost per transmission is large.

Remark 10: In past, the concept of using two independent subroutines for minimizing AoI has also

been used in [39] in the design of separation principle policy (SPP). In [39], a multi-source slotted-time
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Algorithm 1 Stationary randomized policy πsr.

1: /* SR-Packet Management Subroutine (SR-PMS) */

2: for each packet generated at source ℓ ∈ {1, · · · , N} do

3: mark the packet with probability pℓ, and discard it with probability 1− pℓ;

4: end for

5: /* SR-Node Scheduling Subroutine (SR-NSS) */

6: for time t ≥ 0, if channel is free do

7: among the N sources, choose source ℓ with probability p̂ℓ (10);

8: if source ℓ has at least one fresh marked packet then

9: transmit the latest marked packet of source ℓ;

10: else

11: wait for random time dℓ ∼ Dℓ;

12: end if

13: end for

model has been considered, where at each source ℓ, packets are generated at rate qℓ, and in each slot t,

at most one source ℓ can transmit, with transmission success probability uℓ. Further, each source has a

FCFS constraint, i.e., in any slot, a source can only transmit its earliest generated packet that has not been

received at the monitor. The objective is to minimize the weighted sum AoI of the sources by designing

packet generation rate control, and a scheduling policy for the sources.3 To achieve this objective, SPP is

proposed, that considers packet generation rate control and scheduling of sources, independently, and is

shown to be near optimal.

The first main result of this paper is as follows.

Theorem 1: The stationary randomized policy πsr (Algorithm 1) has competitive ratio (against non-

preemptive optimal offline algorithm)

CRπsr
≤ max{4, 3 + max

ℓ
{σ2

ℓ/µ
2
ℓ}}, (14)

where σ2
ℓ and µℓ respectively denote the variance and the mean of packet inter-generation times at source

ℓ.

Theorem 1 shows that the competitive ratio for πsr is independent of the transmission time distribution

Dℓ. Intuitively, this is because the optimal offline policy π⋆
OF also does not know the realization of the

transmission times of packets non-causally (Definition 3), and hence, the impact of random transmission

time on π⋆
OF is similar to that on πsr.

However, the competitive ratio for πsr depends on the distribution of inter-generation time of packets

(in particular, on σ2
ℓ /µ

2
ℓ ). This is because the optimal offline policy knows the generation time of packets

in advance (πsr only knows the expected inter-generation time of packets, not even the distribution), and

for certain distributions, π⋆
OF can use this information and minimize the variance of its period lengths to

0 (irrespective of σ2
ℓ ), whereas the AoI of πsr always depends on σ2

ℓ . Next, we make this concrete via

constructing a tight example, and show that the dependence of the competitive ratio on πsr on σ2
ℓ/µ

2
ℓ for

πsr is unavoidable.

3Due to FCFS constraint, if packet generation rate is high, the waiting time for packets will be large, thereby increasing AoI.
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Example 1: Consider a system with a single source (N = 1), where the packet inter-generation time is

distributed as

X =







α, with probability 0.5,

ǫ with probability 0.5,
(15)

and ǫ → 0+, while α is a large (but finite) positive constant. Thus, the mean and the variance of the

packet inter-generation time X are µ = (α+ ǫ)/2 ≈ α/2 and σ2 = (α− ǫ)2/4 ≈ α2/4, respectively. Also,

let the cost per transmission c = 0, and the transmission time di = 0 for each packet (hence the expected

transmission time γ = 0).

Consider a threshold policy πtp, that on generation of a packet at time t, transmits it immediately if

t− λ(t) ≥ α (where λ(t) denotes the generation time of the latest packet that got transmitted until time

t), and discards it otherwise. Let gtpi denote the generation time of the ith packet transmitted under policy

πtp. Then the period lengths under policy πtp are T tp
i = gtpi − gtpi−1 = miα+ niǫ, where mi and ni denote

the number of packets generated in the ith period with inter-generation time α and ǫ, respectively. Since

the threshold for transmission of packets is α, any packet i with inter-generation time Xi = α is always

transmitted. Therefore, either mi = 0 and ni = α/ǫ, or mi = 1 and ni < α/ǫ.

However, since α/ǫ → ∞ (because ǫ → 0+), and the inter-generation time of packets take values ǫ or

α, each with probability 0.5, the probability that mi = 0 and ni = α/ǫ → ∞ is 0. Hence, with probability

1, mi = 1, and ni is finite. Also, ni < ∞ implies that as ǫ → 0+, niǫ → 0 as well. Therefore, the period

lengths T tp
i = miα+ niǫ ≈ α = 2µ (a constant). Thus, substituting N = 1, c = 0, T tp

i = 2µ and Ztp
i = 0

(for πtp waiting time is 0, and transmission time di = 0 is given), in (31) an equivalent expression to (5)

for the weighted sum-cost, ∀i ∈ N, we get Γ(πtp) → ρµ.

Next, consider the performance of the stationary randomized policy πsr (Algorithm 1) for the same

input. Since γ = 0, c = 0 and N = 1, from the convex optimization problem (11), it is immediate that

p = 1 (i.e., πsr marks every generated packet). Also, since the transmission time di = 0 for every packet,

the channel is always free, and every marked packet gets immediately transmitted. Therefore, T sr
i = Xi

and Zsr
i = 0. Thus, substituting N = 1, c = 0, T sr

i = Xi and Zsr
i = 0 (∀i ∈ N) in (31),4 and using the

renewal reward theorem [40], we get Γ(πsr) = ρE[X2]/(2E[X ]) = (ρ/2)(σ2 + µ2)/µ. Hence,

Γ(πsr)

Γ(πtp)
=

1

2

(

σ2

µ2
+ 1

)

. (16)

Since π⋆
OF is at least as good as πtp, we have the result that the competitive ratio of πsr is proportional

to σ2/µ2.

Although CRπsr
(14) depends on σ2

ℓ/µ
2
ℓ , for several common distributions, it is upper bounded by a

constant. Some examples are as follows.

a) Exponential Distribution: For exponential distribution, the ratio σ2
ℓ/µ

2
ℓ = 1. Therefore, if packet

inter-generation time at all the sources is exponentially distributed (packet generation rates may be different

for each source), then CRπsr
≤ 4.

b) Uniform distribution: Let the support of the uniform distribution for source ℓ be over interval

[aℓ, bℓ] (0 ≤ aℓ ≤ bℓ). Then, µℓ = (bℓ + aℓ)/2, and σ2
ℓ = (bℓ − aℓ)

2/12. Therefore, σ2
ℓ /µ

2
ℓ ≤ 1/3 < 1.

Hence, CRπsr
≤ 4.

4Since E[Xi] = µ < ∞, T sr
i = Xi is finite with probability 1. Hence, for the setup in the considered example, πsr ∈ ΠS .
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c) Rayleigh Distribution: Let the scale parameter of Rayleigh distribution for source ℓ be νℓ. Then

µℓ = νℓ
√

π/2, and σ2
ℓ = ν2

ℓ (4− π)/2. Therefore, σ2
ℓ /µ

2
ℓ = (4/π)− 1 < 1. Hence, CRπsr

≤ 4.

Next, we present the proof of Theorem 1 in two steps. First, we derive a lower bound on the weighted

sum cost for an optimal offline policy π⋆
OF (Definition 3), as follows.

Lemma 1: Let hℓ(t) denote the number of packets generated at source ℓ until time t, and an optimal

offline policy π⋆
OF transmits R⋆

ℓ(t) number of these packets. Then, the expected weighted sum cost for

policy π⋆
OF is

E[Γ(π⋆
OF )] ≥

1

N

N
∑

ℓ=1

(

ρℓµℓ

2f ⋆
ℓ

+ ρℓγℓ +
cℓf

⋆
ℓ

µℓ

)

, (17)

where f ⋆
ℓ = limt→∞ R⋆

ℓ(t)/hℓ(t) ∈ [0, 1]. Further,
∑N

ℓ=1 γℓf
⋆
ℓ /µℓ ≤ 1.

Remark 11: We briefly discuss why we limit ourselves to non-preemptive scheduling policies for a

G/G/1 system. One unique aspect of the considered scheduling problem is that all packets need not be

transmitted to the monitor. This aspect can be exploited by a preemptive algorithm as follows. Assume

that the rate of packet arrivals is very high, and a new packet is available very often. In this case, an

algorithm can potentially choose to preempt and discard the packet under transmission as soon as the delay

experienced by it exceeds a threshold and move on to transmit the newly arrived packet. This essentially

skews the distribution of the delay seen by the packet that is completely transmitted and received by the

monitor compared to Dℓ, and is the primary reason why our lower bound (Lemma 1) on the cost of an

offline optimal algorithm does not extend to preemptive policies.

Next, we compute an upper bound on the expected weighted sum cost of policy πsr (Algorithm 1),

described as follows.

Lemma 2: The expected weighted sum cost for policy πsr (Algorithm 1) is

E[Γ(πsr)] ≤
1

N

N
∑

ℓ=1

((

2ρℓµℓ

pℓ
+

cℓpℓ
µℓ

)

+

(

ρℓγℓ −
ρℓµℓθℓ

2

))

, (18)

where θℓ = 1−σ2
ℓ /µ

2
ℓ (σ2

ℓ and µℓ respectively denotes the variance and the mean of packet inter-generation

times at source ℓ), and pℓ is as defined in for πsr.

Proof of Theorem 1: Using Lemma 1 and 2, we complete the proof of Theorem 1 as follows. Recall

that f ⋆
ℓ ’s (defined in Lemma 1) satisfy the constraints (12) and (13). Also, under the same constraints,

p′ℓs minimize (11). Therefore,

N
∑

ℓ=1

(

2ρℓµℓ

pℓ
+

cℓpℓ
µℓ

)

≤
N
∑

ℓ=1

(

2ρℓµℓ

f ⋆
ℓ

+
cℓf

⋆
ℓ

µℓ

)

. (19)

From (18) and (19), we get

E[Γ(πsr)] ≤
1

N

N
∑

ℓ=1

((

2ρℓµℓ

f ⋆
ℓ

+
cℓf

⋆
ℓ

µℓ

)

+

(

ρℓγℓ −
ρℓµℓθℓ

2

))

. (20)
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Since competitive ratio (Definition 4) of πsr is CRπsr
= E[Γ(πsr)]/E[Γ(π

⋆
OF )], using Lemma 1 and

Lemma 2, we get

CRπsr
≤

1
N

∑N
ℓ=1

(

ρℓµℓ

2f⋆
ℓ

(4− f ⋆
ℓ θℓ) + ρℓγℓ +

cℓf
⋆
ℓ

µℓ

)

1
N

∑N
ℓ=1

(

ρℓµℓ

2f⋆
ℓ

+ ρℓγℓ +
cℓf

⋆
ℓ

µℓ

) ,

≤ max
ℓ

{4− f ⋆
ℓ θℓ}, (21)

≤ max
{

4, 3 + max
ℓ

{σ2
ℓ /µ

2
ℓ}
}

, (22)

where we get (22) by substituting θℓ = 1 − σ2
ℓ /µ

2
ℓ , and maximizing the R.H.S. of (21) with respect to

f ⋆
ℓ ∈ [0, 1].

Remark 12: From the proof of Lemma 1, it is easy to observe that it holds even for preemptive scheduling

policies for which the distribution of the delay seen by the update that is completely transmitted and

received by the monitor is the same as the original distribution Dℓ, e.g. a policy that always preempts if a

new update arrives [10], or a greedy policy that chooses to preempt an update under transmission if a new

update arrives only when the relative cost of transmitting the new update is lower. Since the proposed policy

πsr is non-preemptive, consequently, the competitive ratio result for the proposed algorithm (Theorem 1)

also holds against a class of preemptive offline scheduling policies.

Proofs of Lemma 1 and 2 are provided in Appendix B and D, respectively. Next, we consider the

preemptive setting for a G/M/1 system.

IV. PREEMPTIVE SETTING

In the previous section, we restricted our attention to non-preemptive policies that were allowed to

discard packets before making any attempt to transmit them, however, once their transmission began, no

preemption was allowed. We remove this restriction in this section, and consider preemptive policies for

a G/M/1 system, that can discard any packet or interrupt an ongoing transmission at any time. Also, to

keep the model general, we allow preemptive policies to retransmit a preempted packet at a later time,

either from start (with fresh realization of transmission time), or resume it from the state in which the

packet was previously preempted.

Definition 8: Whenever a source begins to transmit a packet (either a new packet, or a previously

preempted packet) from start, i.e., with a fresh realization of transmission time, we call it a fresh

transmission.

With preemption, counting the transmission cost is bit more tricky. We use the following model. A

preemptive policy incurs a cost of cℓ units for every fresh transmission (Definition 8) for source ℓ. There

is no cost for resuming the transmission of a preempted packet, from the state in which it was previously

preempted.

As considered earlier, the objective is to minimize a linear combination of the AoI and the average

transmission cost of the sources, called the weighted sum cost (5), where the minimization is over the

set of causal preemptive policies. Moreover, the competitive ratio definition remains similar to (4), where

now both the causal policy and the optimal offline policy is allowed to be preemptive.

For analyzing preemptive policies, we need the following additional notation.
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1) R̃π
ℓ (t) denotes the number of fresh transmissions (Definition 8) by source ℓ until time t, under policy

π. Thus, the average transmission cost Cav
ℓ,π = cℓR̃

π
ℓ (t)/t. Note that R̃π

ℓ (t) is the sum of the number

of partially transmitted packets, as well as the number of completely transmitted packets Rπ
ℓ (t).

Hence, R̃π
ℓ (t) ≥ Rπ

ℓ (t).

2) channel time d̃πℓi (for packet ℓπi ) denotes the total time in interval (rπℓ(i−1), r
π
ℓi] for which source ℓ

(under policy π) transmits (keeps the channel busy). As shown in Figure 2b, in interval (rπℓ(i−1), r
π
ℓi],

source ℓ transmits exactly one packet completely (i.e. packet ℓπi ), and may transmit multiple other

packets partially (before completing the transmission of packet ℓπi ). Thus, d̃πℓi is equal to the sum

of dπℓi, and the time for which source ℓ transmits packets in interval (rπℓ(i−1), r
π
ℓi] that got preempted

before rπℓi. For non-preemptive policies π, d̃πℓi = dπℓi (as in Figure 2a). Note that the transmission

decision of different sources are related by their required channel time to completely transmit a

packet.

Compared to definitions made for the non-preemptive case, their meanings in the preemptive case are

contrasted in Figure 2. In particular, they are as follows.

1) Among the sequence of packets generated at source ℓ (in increasing order of generation times),

let ℓi and ℓπi , respectively, denote the ith packet generated at source ℓ, and the ith packet that gets

completely transmitted (with or without preemptions) under policy π.

2) gπℓi and rπℓi, respectively, denotes the generation time and transmission completion time of packet ℓπi .

3) The interval Pπ
ℓi = (gπℓ(i−1), g

π
ℓi] is called the ith period of source ℓ under policy π. Also, T π

ℓi =

gπℓi − gπℓ(i−1) is called the length of period Pπ
ℓi.

4) Zπ
ℓi = rπℓi − gπℓi denotes the system time of packet ℓπi .

5) transmission time dπℓi is the total time for which policy π transmits packet ℓπi in interval (gπℓi, r
π
ℓi].

Note that for preemptive policies, transmission time of a packet may depend on the policy π (unlike

non-preemptive policies). Also, dπℓi may be split over multiple non-contiguous intervals (as shown

in Figure 2b).

6) waiting time wπ
ℓi = Zπ

ℓi − dπℓi is the total time in interval (gπℓi, r
π
ℓi] for which packet ℓπi is not under

transmission.

7) Rπ
ℓ (t) denotes the number of packets of source ℓ that are completely transmitted by policy π until

time t.

Before we discuss the results for the considered preemptive setting, it is critical to understand the

challenges in analyzing preemptive policies, and why we restrict our attention to a G/M/1 system. Note

that the lower bound (17) on the weighted sum cost of an optimal offline non-preemptive policy π⋆
OF

depends on f ⋆
ℓ , that is the ratio of the number of packets transmitted by source ℓ under π⋆

OF , and the

total number of packets generated at source ℓ. More importantly, with expected service time (equal to the

channel time in the non-preemptive case) for each packet of source ℓ being γℓ, f
⋆
ℓ ’s satisfy the constraint

∑N

ℓ=1 E[d̃ℓ]f
⋆
ℓ /µℓ ≤ 1. This constraint captures the tradeoff between different sources as to how many

packets can be transmitted by all sources in a given time.

In contrast, for an optimal offline preemptive policy it is difficult to lower bound the expected chan-

nel time as a function of γℓ, as described in the next example, and hence an inequality of the type
∑N

ℓ=1 E[d̃ℓ]f
⋆
ℓ /µℓ ≤ 1 is not true in general for the preemptive policies.

Example 2: Consider a single source system (N = 1), where G is some general distribution with finite
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gπℓirπℓ(i−1)
t1 rπℓi

Packet ℓπi

Source ℓ transmits

d̃πℓi = dπℓi = rπℓi − t1

Zπ
ℓi

(a) Illustration of transmission time d
π

ℓi
and channel time d̃

π

ℓi
for a non-preemptive policy.

gπℓirπℓ(i−1)
t1 t2

Packet ℓj

t3 t4

Packet ℓπi

t5 rπℓi

Packet ℓπi

Source ℓ transmits
dπℓi = (t4 − t3) + (rπℓi − t5)

d̃πℓi = (t2 − t1) + (t4 − t3) + (rπℓi − t5)

Zπ
ℓi

(b) Illustration of transmission time d
π

ℓi
and channel time d̃

π

ℓi
for a preemptive policy.

Fig. 2: Non-preemptive versus Preemptive policy.

mean µ, and transmission time d ∼ D is such that d = ǫ with probability 0.5, and α otherwise (where

ǫ → 0+, and α is a large positive constant). Thus, γ = E[d] ≈ α/2. Now, consider a preemptive policy

πǫ that at any time t, if the channel is free and a fresh packet is available, then transmits the packet for

at most ǫ time units. If the transmission of a packet takes more than ǫ time units to complete, then πǫ

preempts the packet, and retransmits it (or a newly generated packet if available) with a fresh realization

of transmission time d. For πǫ, each fresh transmission completes in ǫ time units with probability 0.5.

Hence, the expected channel time for completely transmitted packets under πǫ is 2ǫ → 0+, which can be

arbitrarily small compared to γ ≈ α/2.

Example 2 is the main reason why we restrict ourselves to a G/M/1 system, where the inter-generation

time of packets for source ℓ is distributed as Gℓ, while the service time of any packet of each source is

exponentially distributed ∼ Dℓ with mean γℓ. Next, we show that in a G/M/1 system, the channel time

distribution of any preemptive policy for any source ℓ is the same as Dℓ.

Lemma 3: For a G/M/1 system, where the service time Dℓ is exponentially distributed with mean

γℓ < ∞, for any preemptive policy π, the channel times d̃πℓi (∀i) are independent and identically distributed

with distribution Dℓ. Thus, from the strong law of large numbers,

lim
t→∞

∑Rπ
ℓ
(t)

i=1 d̃πℓi
Rπ

ℓ (t)
= E[d̃πℓi] = γℓ, (23)

with probability 1.

Proof: See Appendix G.

Lemma 3 is derived by proving a basic fact about exponential distribution that states that no matter

how often you preempt service for a source ℓ in hope of finding a smaller service time, the total time in

service is distributed as the original service time distribution Dℓ.

Remark 13: It is worth noting that Lemma 3 does not imply that the optimal offline policy is non-

preemptive for exponentially distributed Dℓ’s. In fact, the AoI can be reduced by preempting old packets
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in service with newly arrived ones, but the total time spent in completely transmitting a single packet has

the same distribution as Dℓ.

With Lemma 3 under our belt, we derive a lower bound on the expected weighted sum cost of an

optimal offline preemptive policy.

Lemma 4: For a G/M/1 system, the expected weighted sum cost for an optimal offline preemptive policy

π̃⋆
OF is

E[Γ(π̃⋆
OF )] ≥

1

N

N
∑

ℓ=1

(

ρℓµℓ

2f⋆ℓ
+

cℓf
⋆
ℓ

µℓ

)

, (24)

for some f⋆ℓ ∈ [0, 1] that satisfies
∑N

ℓ=1 γℓf
⋆
ℓ /µℓ ≤ 1.

Proof: See Appendix H.

Note that unlike the non-preemptive case (17) (lower bound on the weighted sum-cost E[Γ(π⋆
OF )]), (24)

does not have the term ρℓγℓ, where γℓ is equal to the average transmission time of completely transmitted

packets. This is because for an optimal offline preemptive policy π̃⋆
OF , the average transmission time of

completely transmitted packets can be arbitrarily close to 0 (even for a G/M/1 system, which only ensures

that the expected channel time for completely transmitted packets of each source ℓ is lower bounded by

γℓ), as shown in Example 3.

Example 3:

Consider a single source system with general packet inter-generation time distribution G (with mean

µ < ∞), and exponential transmission time distribution D (with mean γ < ∞). Now, consider a preemptive

policy π′
ǫ, that at any time t, if the channel is free, and a fresh packet is available which has never been

transmitted in the past (at all), then transmits the packet for at most ǫ time units. If the packet does not get

completely transmitted in ǫ time units, then π′
ǫ discards the packet (never transmits it again). The average

transmission time of completely transmitted with π′
ǫ is ǫ and choosing ǫ → 0+, we get that the average

transmission time of completely transmitted packets can be arbitrarily close to 0 even in a G/M/1 system.

The lower bound (24) is still ‘similar’ to the lower bound (17) for non-preemptive policies. Thus,

intuitively a non-preemptive policy similar to Algorithm 1 may still have a bounded competitive ratio.

In next subsection, we consider a non-preemptive stationary randomized policy π̃, and upper-bound its

competitive ratio.

A. Stationary Randomized Policy π̃sr

Consider a variant of Algorithm 1, denoted by π̃sr, which is identical to Algorithm 1, except that

the packet marking probability pℓ’s are obtained by solving the following convex optimization problem

(instead of (11)—(13)):

argmin
[p1,...,pN ]

N
∑

ℓ=1

(

3ρℓµℓ

pℓ
+

cℓpℓ
µℓ

)

, (25)

s.t.

N
∑

ℓ=1

pℓγℓ
µℓ

≤ 1, (26)

pℓ ∈ [0, 1], ∀ℓ ∈ {1, · · · , N}. (27)
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Remark 14: Note that the optimization problem (25)—(27) is identical to the optimization problem

(11)—(13), except that in (11), the term ρℓµℓ/pℓ has coefficient 2, whereas in (25), the same term has

coefficient 3. The modification is needed for the proof strategy for Theorem 1 to work with the lower

bound on E[Γ(π̃⋆
OF )] in Lemma 4, which is different from the lower bound (17) for non-preemptive

policies.

For π̃sr, the expected weighted sum cost is upper-bounded as follows.

Lemma 5: The expected weighted sum cost for policy π̃sr is

E[Γ(π̃sr)] ≤
1

N

N
∑

ℓ=1

(

3ρℓµℓ

pℓ
+

cℓpℓ
µℓ

−
ρℓµℓθℓ

2

)

, (28)

where θℓ = 1 − σ2
ℓ/µ

2
ℓ (recall that σ2

ℓ and µℓ are respectively the variance and the mean of packet

inter-generation times at source ℓ).

Proof: See Appendix I.

The second main result of this paper is as follows. From Lemma 4 and 5, we get the following upper-

bound on the competitive ratio of π̃sr.

Theorem 2: The stationary randomized policy non-preemptive policy π̃sr has competitive ratio (against

an optimal offline preemptive policy)

CRπ̃sr
≤ max{6, 5 + max

ℓ
{σ2

ℓ/µ
2
ℓ}}. (29)

Proof: Computing the ratio of (28) to (24), and following the steps in the proof of Theorem 1, we

get (29).

Note that the competitive ratio bound (29) for π̃sr exceeds the competitive ratio bound (14) for πsr by

only an additive constant 2. Thus, Theorem 2 shows that when distribution Dℓ’s are exponential, then

preemption (which may still be used to prioritize newly generated packets, or packets of other source)

has limited role in minimizing the weighted sum cost of an optimal offline preemptive policy π̃⋆
OF .

V. NUMERICAL RESULTS

In this section, we perform parametric and comparative analysis of the stationary randomized policy πsr

(Algorithm 1) using numerical simulations. In particular, in Subsection V-A, we simulate πsr for different

values of the system parameters (such as the number of sources N , transmission cost cℓ, and distributions

Gℓ and Dℓ), and analyze its corresponding weighted sum cost Γ(πsr). Then, in Subsection V-B, we consider

relevant settings for AoI minimization problem from prior work, and compare the performance of πsr

with other state-of-the-art policies.

A. Parametric Analysis

To understand the impact of number of sources on the sum weighted cost (5) under policy πsr, we

consider a system consisting of N sources, where for each source ℓ, ρℓ = 1, cℓ = 1, and Gℓ and Dℓ

are exponential distributions with mean µℓ = 2 and γℓ = 1, respectively. Figure 3 shows the plot for

the obtained weighted sum cost under policy πsr (i.e. Γ(πsr)) for different values of N , along with the

theoretical lower bound (17) for an offline optimal policy (henceforth, LB), and the theoretical upper

bound (18) on Γ(πsr) (henceforth, UBsr).
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Fig. 3: Effect of number of sources on the weighted sum cost for the system.

Since µℓ = 2 and γℓ = 1, on average, a packet is generated every two time units, while a transmission

takes only one time unit to complete. Hence, when N = 1, even if πsr marks every packet, on average,

the channel remains free for half of the time (i.e., the channel is not fully utilized). Thus, addition of

one extra source to the system does not increase Γ(πsr) (and LB), as shown in Figure 3. However, as

N increases beyond 2, the overall time for which each source can access the channel, starts decreasing.

This leads to an increase in Γ(πsr). Further, in Figure 3, since Γ(πsr) and LB both increase linearly with

N , their ratio is below the competitive ratio guarantee (14).

In Figure 3, the reason for linear increase in Γ(πsr) with N ≥ 3 can be explained as follows. Note that

in the expression for the weighted sum cost (5), for any source ℓ, the number of periods Rsr
ℓ (t) decreases

linearly with increase in N . Whereas, the cost incurred in each period (proportional to (T sr
ℓi )

2) increases

quadratically (because period length T sr
ℓi ’s increases linearly with increase in N). Hence, Γ(πsr) increases

linearly with N . The same can be argued for LB as well.

For comparative study, we also consider a multi-source extension of the threshold policy proposed in

[16], that is known to be optimal (causal policy) for a single source system with exponentially distributed

packet inter-generation times, and zero transmission time. The multi-source adaptation of the threshold

policy πth in [16], similar to πsr, consists of two subroutines: (i) TH-PMS, that at each source ℓ, marks a

generated packet if the time elapsed since the generation time of the previously marked packet is greater

than the threshold A⋆ = max{
√

σ2
ℓ + 2cℓ/ρℓ − µℓ, Nγ}, and (ii) TH-NSS, that at any time t, if the

channel is free, transmits the latest fresh marked packet of the source that has not transmitted for the

longest time (despite having a fresh marked packet). Figure 3 shows that the weighted sum cost for πth

is in fact smaller than that for πsr, and is close to LB. However, the theoretical analysis of this policy is

not available and is part of ongoing work.

For the rest of the simulations, we keep N fixed, and unless specified, we use the parameter values

from [13] as follows. We consider a system with N = 4 sources, with weight [ρ1, ρ2, ρ3, ρ4] = [4, 4, 1, 1],

mean packet inter-generation time [µ1, µ2, µ3, µ4] = µ · [1, (4/3), 2, 4], mean transmission time for packets

[γ1, γ2, γ3, γ4] = γ · [4, 2, (4/3), 1], and cost per transmission [c1, c2, c3, c4] = c · [2, 1, 1, 2], where for
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Fig. 4: Weighted sum cost as a function of the variance of inter-generation time of packets.

different Gℓ’s and Dℓ’s, µ, γ and c are parameters that we specify later for each simulation.

To analyze the effect of the ratio maxℓ{σ
2
ℓ/µ

2
ℓ} on the competitive ratio for πsr (14), we fix c = 1, and

for each source ℓ, we begin by choosing Gℓ to be the log-normal distribution (with variance σ2
ℓ = σ2, ∀ℓ)

and Dℓ to be the exponential distribution (γ = 1). Then, we simulate the system for different values of

σ2 and µ.

Remark 15: Throughout this section, for Gℓ’s and Dℓ’s, we either consider the log-normal distribution, or

the exponential distribution (as in prior work [8], [16], [41]). Since the log-normal distribution is defined

using two parameters, its mean and variance can be varied independently (allowing us to vary the ratio

σ2
ℓ/µ

2
ℓ ). On the other hand, for the exponential distribution, the ratio of its variance to the square of its

mean is constant (equal to 1). Therefore, it is useful for analyzing the effect of change in mean of the

distributions Gℓ and Dℓ, when the ratio of their variance to the square of their mean is to be kept constant.

As shown in Figure 4, as σ2 increases (i.e., σ2/µ2 = maxℓ{σ
2
ℓ/µ

2
ℓ} increases), Γ(πsr) increases linearly

(with slope that decreases with increase in µ). Whereas, the lower bound LB remains constant with

increase in σ2. Hence, the ratio of Γ(πsr) and LB increases linearly with increase in σ2/µ2, confirming

our theoretical result (14) that the competitive ratio for πsr increases linearly with maxℓ{σ
2
ℓ /µ

2
ℓ}.

Note that in Figure 4, the plot corresponding to Γ(πsr) when µ = 2, lies below the plot for Γ(πsr)

when µ = 1 (i.e., Γ(πsr) is smaller when µ is large). Although it may appear counter-intuitive, this is

completely justified because of the choice of marking probability pℓ’s. Note that for each source ℓ in the

summand in (18), µℓ appears in exactly three terms. In the first two terms, µℓ appears together with pℓ,

which by its definition (11), partially compensates for the change in the value of µℓ. However, the third

term, −ρℓµℓθℓ/2 ∝ (−µℓ + σ2
ℓ/µℓ), and hence, for given σ2

ℓ , Γ(πsr) decreases with increase in µℓ.

To analyze the effect of the mean packet inter-generation time on Γ(πsr), we simulate the considered

system in Figure 5, by fixing c = 1, γ = 2, 5 and varying µ. Also, we assume Gℓ’s and Dℓ’s (for all ℓ)

to be the exponential distribution (because of which σ2
ℓ /µ

2
ℓ = 1, ∀ℓ).

5γ = 2 ensures that the effect of γℓ’s is visible in the plot of Figure 5.
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Fig. 5: Effect of mean packet inter-generation time of sources on the weighted sum cost for the system.

Figure 5 shows that when θℓ = σ2
ℓ/µ

2
ℓ are fixed for each source ℓ, Γ(πsr) increases with increase in µ

(i.e. µℓ, ∀ℓ). This is as expected because when µℓ’s are large, sources need to wait longer for fresh packets

to get generated, and hence, they cannot transmit at optimal time instants that would minimize Γ(πsr),

even if the channel is free. Further, in Figure 5, note that initially when µ is small, the rate of increase

in Γ(πsr) with respect to µ is small (almost 0), compared to when µ is large. This is because when µ is

small, the time instants when the sources get to transmit is mainly restricted by their transmission times,

and hence, small change in µ has little effect on Γ(πsr).

Recall that whenever πsr chooses a source ℓ to transmit, if the source does not have a fresh marked

packet to transmit, then πsr waits for random time dℓ ∼ Dℓ before it again chooses a source to transmit.

As discussed in Remark 8, the random wait simplifies the theoretical analysis of πsr. To understand the

effect of waiting on the actual performance of πsr, we consider policy πwc
sr

6 which is identical to πsr,

except that the waiting time for πwc
sr is 0 (instead of dℓ ∼ Dℓ), and whenever πwc

sr chooses a source which

does not have a fresh marked packet, it immediately chooses another source (among all the sources, with

probability p̂ℓ’s). Using numerical analysis, we compare πwc
sr with πsr.

As shown in Figure 5, the difference between the weighted sum cost for πsr and πwc
sr does not depend

on the mean inter-generation time of packets. This is because of the following two reasons. (i) When µℓ’s

are small (large), then pℓ’s (11) are also small (large), i.e., when packet generation rate is large (small),

then packets are marked with smaller (larger) probability. (ii) p̂ℓ’s (10) are inversely proportional to µℓ’s,

which implies that a source with small packet generation rate is chosen less often to transmit. Thus, the

choice of pℓ’s (11) and p̂ℓ’s (10) ensure that the probability that πsr chooses a source ℓ to transmit when

it does not have a fresh marked packet, is small. Hence, the number of instances when πsr waits is small,

independent of the mean packet inter-generation times µℓ’s.

Remark 16: From Figures 3, 4 and 5, it is evident that under specific settings, the upper bound (18) on

E[Γ(πsr)] is almost tight.

6The superscript ‘wc’ shows that πwc
sr is work conserving, i.e., it never waits if there is a source with fresh marked packet.
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A critical property of πsr is that its competitive ratio (14) is independent of the transmission time

distribution Dℓ of the sources. To verify this fact, we fix c = 1 and µ = 16,7 and for each source ℓ, we

choose Gℓ to be the exponential distribution, and Dℓ to be the log-normal distribution. For each source ℓ,

defining the variance of Dℓ to be ν2, we simulate the system with different values of parameters ν2 and γ.

As shown in Figure 6, the weighted sum cost Γ(πsr) is less than the upper bound UBsr, and UBsr as well

as the lower bound LB increase linearly with γ (except for small values of γ, where the effect of µℓ’s

dominates the effect of γℓ’s). Hence, the ratio of UBsr and LB is a constant, less than the competitive

ratio (14). Further, similar to the lower bound LB (17) and the upper bound UBsr (18), the theoretical

upper bound on Γ(πsr) is independent of ν2 (for different values of ν2, the plots of Γ(πsr) overlap).

In Figure 6, note that the difference in weighted sum cost for πsr and πwc
sr increases (linearly) with

increase in γℓ’s. This is because whenever πsr chooses a source ℓ to transmit which does not have a fresh

marked packet to transmit, πsr waits for dℓ ∼ Dℓ time units, which in expectation, increases linearly with

γℓ.

Finally, to understand the impact of cost per transmission cℓ for the sources on Γ(πsr), we fix µ = γ = 1,

and for each source ℓ, we choose Dℓ to be the exponential distribution, and Gℓ to be the log-normal

distribution (with variance σ2
ℓ = 1). We simulate the system for different values of c, and find that

the increase in Γ(πsr) (with increase in c) is sub-linear, as shown in Figure 7. This suggests that πsr

compensates for the increase in transmission cost (due to increasing c) by appropriately scaling down the

transmission frequency of the sources. Also, in Figure 7, the plot of Γ(πsr) lies between the plots of UBsr

(18) and LB (17), which verifies the competitive ratio guarantee (14).

In Figure 7, note that when the cost per transmission is large, the weighted sum cost for πwc
sr exceeds

the weighted sum cost for πsr. This is intuitive because for a source with large cost per transmission,

when its AoI is small, waiting is better than transmitting a packet. It highlights the significance of packet

marking (SR-PMS) in πsr, which prevents πsr from transmitting ‘unnecessarily’.

7µ = 16 ensures that the effect of µℓ’s is visible in the plot of Figure 6.
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Fig. 7: Effect of cost per transmission of sources on the weighted sum cost of the system.

B. Comparative Analysis

In this subsection, we consider some standard settings from prior work, and compare πsr with the

state-of-the-art policies for those settings.

First, we consider the N-source system considered in [13], where time is partitioned into unit length

slots, and in each slot, a packet is generated at each source ℓ with probability µ−1
ℓ . In a slot, at most one

source can transmit, and each transmission by source ℓ is either successful with probability γ−1
ℓ , or it fails

with probability 1 − γ−1
ℓ . We consider the single packet queue setting, where in any slot, a source only

has its latest generated packet. Transmission cost for the sources are assumed to be 0, and the objective

is to minimize the weighted sum AoI of the sources.

For minimizing the weighted sum AoI of the sources, following policies have been proposed in [13]:

(i) stationary randomized policy for discrete-time setting πrd, and (ii) Max-Weight Policy πmw. In each

slot, among all the sources, πrd chooses a source ℓ with probability qℓ (derived in [13]), and transmits

its latest fresh packet (if the source has fresh packet, else no packet is transmitted in the slot). In [13],

πrd is shown to have competitive ratio of at most 4. On the other hand, in each slot t, πmw transmits the

latest fresh packet of the source for which the expected weighted8 reduction in age upon transmission

is maximum. It has been shown that the competitive ratio of πmw is no more than that of the proposed

policy πrd.

For this setting, πsr simplifies as follows.

1) Since the transmission cost is 0, and a transmission fails/succeeds in a slot without restricting

transmission in future slots, SR-PMS marks every generated packet. Hence, whenever SR-NSS

chooses a source to transmit, the source transmits its latest fresh packet (if it has fresh packet, else,

the source remains idle in the slot).

2) In any slot t, SR-NSS chooses a source for transmission, based on the event in slot t−1. If there is

a failed transmission in slot t− 1 (packet transmitted but not received at the monitor), then in slot

8The weights for the expected reduction in age for the source are defined as part of πmw , based on the system parameters.
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Fig. 8: Effect of packet generation rate on weighted sum AoI. In this plot, LB denotes the lower bound

on weighted sum AoI provided in [13].

t, SR-NSS chooses the same source as in slot t− 1. Else, in slot t, among all the sources, SR-NSS

chooses a source ℓ, with probability p̂ℓ (10).

Remark 17: Note that both πsr and πrd are stationary randomized policies. However, unlike πrd, if πsr

picks a source that has a fresh packet, then it picks it repeatedly in each slot, until its transmission is

successful. Although it is not obvious which of the two policies is better, it appears intuitively that πsr

should achieve lower weighted sum AoI than πrd. This is because once πsr picks a source that has a

packet to transmit, it never idles in any slot until the source successfully transmits, while πrd may again

pick a source which does not have packet to transmit, and hence, it may idle in a slot (thus wasting the

slot).

For comparing πsr, πrd and πmw, we simulate the policies for the same parameter values considered

in [13], i.e., the number of sources N = 4, weights [ρ1, ρ2, ρ3, ρ4] = [4, 4, 1, 1], transmission success

probability [γ−1
1 , γ−1

2 , γ−1
3 , γ−1

4 ] = [0.25, 0.5, 0.75, 1], and packet generation rate [µ−1
1 , µ−1

2 , µ−1
3 , µ−1

4 ] =

µ−1 · [1, 0.75, 0.5, 0.25], where µ−1 is varied in interval (0, 1]. Figure 8 shows the plot of weighted sum

AoI for the policies πsr, πrd and πmw, for different values of µ−1 (in Figure 8, LB denotes the lower

bound on weighted sum AoI, provided in [13]). As evident from the plot, even though πsr is designed

for a general setting, its performance in minimizing weighted sum AoI is at par with πrd, and close to

πmw (where πrd and πmw are designed specifically for the considered setting).

Remark 18: πrd and πmw assume that for all sources, the packet generation, as well as the transmission

success/failure instants are synchronized with the start/end of slots. Since this assumption is not true

in the general continuous-time setting of Section II, the policies πrd and πmw (and their corresponding

guarantees) do not extend naturally to the setting of Section II.

Next, we consider the single source continuous-time setting of [8], where the source can generate a

fresh packet at any time (immediately), and the transmission time for every packet is independent and

identically distributed as per distribution D (with mean γ). In the considered setting, at any time, at most

one packet can be under transmission, and a packet under transmission cannot be preempted. Also, there
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Fig. 9: AoI as a function of mean transmission time.

is zero cost for transmission. The objective is to minimize the AoI of the source.

Remark 19: Since the considered system has only one source, from all the notations, we drop the

subscript ℓ, that is used to index the source in a multi-source system.

For this setting, [8] proposed an optimal causal policy π⋆, that at any time t, if the channel is free,

and the time elapsed since the generation time of latest transmitted packet is greater than or equal to the

threshold β (where β ∈ [0,∞) is computed numerically for each distribution D), the source generates a

fresh packet and begins transmitting it immediately.

In this setting, since N = 1, the subroutine SR-NSS of πsr (that chooses which source gets to transmit)

is redundant. Hence, at any time, if the channel is free, and the source has a marked packet, then πsr

transmits its latest marked packet. Further, since the source can generate packets at any time, for πsr,

the natural choice for generating and marking packets is when the channel is free (i.e., when the source

can transmit), and the time elapsed since the generation time of the latest transmitted packet is at least

equal to γ. The rationale for using γ as the threshold for πsr is as follows. Since the source can generate

packets instantaneously at any time, µ → 0+. Hence, instead of minimizing (11) with respect to p, we

minimize (11) with respect to µ/p (the expected inter-generation time of marked packets). Since N = 1,

the minimizer of the objective function (11) (under constraint (12)) is µ/p = γ.

Remark 20: Note that the threshold-based version of πsr proposed for this setting is actually a stationary

deterministic policy (as against its name, i.e., ‘stationary randomized policy’). Hence, we denote it by πsd.

We compare the AoI for π⋆ and πsd (both deterministic threshold policies), by simulating them for

different values of γ. We consider two cases: (i) when D is an exponential distribution, and (ii) when D

is a uniform distribution (over the interval (0, 2γ], so that the mean is γ). Figure 9 shows the AoI plot for

the two policies with respect to γ. From the plot, it is clear that for both the exponential as well as the

uniform distribution (for transmission time), the AoI for πsd is very close to the corresponding AoI for

π⋆ (plots almost overlap). To understand the reason for such an observation, Figure 10 plots the threshold

for πsd and π⋆ for different values of the mean transmission time γ.

From Figure 10, it is clear that the thresholds for policies πsd and π⋆ are different. However, in Figure
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10, since the threshold β for π⋆ is smaller than γ (the threshold for πsd), a likely reason for near optimal

AoI for πsd is that the transmission times for the packets are close to γ (mean transmission time). Hence,

under both π⋆ and πsd, the source transmits its successive packets close to when the channel becomes

free after γ time units.

Note that the threshold β (for π⋆) needs to be computed numerically for each distribution D. Also, it

requires computing an expectation with respect to the distribution D, which may be a difficult task for

certain distributions. Hence, for such distribution D, policy πsd might be a better choice over π⋆ (however

we do not know if πsd is near optimal for every D). This is in addition to the fact that unlike πsd, there is

no known generalization of π⋆ for the multi-source setup considered in this paper (with stochastic packet

generation times, and transmission cost).

VI. CONCLUSIONS

In this paper, in a major departure from prior work, we have considered the scheduling problem of

finding the optimal non-preemptive policy to minimize the sum of the AoI and the transmission cost,

in the presence of multiple sources, and where the inter-generation time of updates and the transmission

time/delay for each update follow a general distribution. Mostly prior work has considered fixed scheduling

policies, and analyzed their AoI distributions. Instead of directly finding the optimal scheduling policy,

we propose a randomized scheduling policy and upper bound its competitive ratio (by comparing against

an offline optimal policy) by the ratio of the variance and the squared mean of the inter-generation time of

updates. Notably the competitive ratio is independent of the transmission time/delay distributions, and is

upper bounded by 4 for exponential, uniform, and Rayleigh inter-generation time distributions. In addition

to the upper bound, we also presented a tight example to show that the competitive ratio of the considered

algorithm has to depend on the ratio of the variance and squared mean of the inter-generation time of

updates. For the preemptive settings, we had to restrict to a G/M/1 system, and showed that a non-

preemptive randomized policy has a similar competitive ratio as in the non-preemptive setting. Obvious
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question that remains open: are there policies that have constant competitive ratios, i.e., independent of

the distribution of inter-generation time of updates.
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APPENDIX A

GENERAL EXPRESSION FOR THE WEIGHTED SUM COST Γ(π)(5)

Next, based on the period lengths, Lemma 6 identifies a subset of policies π that is sufficient to minimize

the weighted sum cost Γ(π) (5).

Lemma 6: For minimizing the weighted sum cost Γ(π) (5), it is sufficient to consider only those policies

π (causal or offline), for which T π
ℓi (∀i) and ηπℓ (t) are finite with probability 1.

Proof: In the considered model, at each source ℓ, the inter-generation time of packets Xℓ, as well as

the transmission time dℓ, is finite with probability 1 (follows from the assumption that both E[Xℓ] = µℓ

and E[dℓ] = γℓ are finite). Also, the cost per transmission cℓ is finite. Therefore, under any policy π that

minimizes the total average cost Γ(·), a source will never wait for infinite duration before it transmits a

packet of source ℓ and allows it to get received at the monitor. Hence, for all such policy π, T π
ℓi and ηπℓ

must be finite with probability 1.

In view of Lemma 6, we restrict our attention to policies π, for which T π
ℓi (∀i) and ηπℓ (t) are finite with

probability 1, and respectively define ΠS and ΠOF as the set of all causal and non-causal policies π, such

that T π
ℓi (∀i) and ηπℓ (t) are finite with probability 1. Next, for all policies π ∈ ΠS or π ∈ ΠOF , Lemma 7

provides a general expression for AoI (3) in terms of the quantities defined in this section so far.

http://doi.acm.org/10.1145/3230543.3230569
http://doi.acm.org/10.1145/3323165.3323179
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Lemma 7: For any policy π ∈ ΠS or π ∈ ΠOF , the AoI ∆av
ℓ,π(t) satisfies

lim
t→∞

∆av
ℓ,π(t) = lim

t→∞

Rπ
ℓ
(t)

∑

i=1

(Tπ
ℓi
)2

2
+ T π

ℓiZ
π
ℓi

t
. (30)

Further, for such a policy π, as t → ∞, Rπ
ℓ (t) → ∞ as well.

Proof: Figure 1 shows a general age plot for source ℓ in terms of the quantities defined in this section

so far. Note that in each period Pπ
ℓi until time t, the age cost is Qπ

ℓi = (T π
ℓi)

2/2+ T π
ℓ(i−1)Z

π
ℓ(i−1). Thus, the

AoI for source ℓ satisfies

lim
t→∞

∆av
ℓ,π(t) = lim

t→∞





Rπ
ℓ
(t)

∑

i=1

(Tπ
ℓi
)2

2
+ T π

ℓ(i−1)Z
π
ℓ(i−1)

t
+

(ηπℓ (t))
2

2t



 ,

(a)
= lim

t→∞

Rπ
ℓ
(t)

∑

i=1

(Tπ
ℓi
)2

2
+ T π

ℓiZ
π
ℓi

t
+ lim

t→∞

(ηπℓ (t))
2

2t
,

(b)
= lim

t→∞

Rπ
ℓ
(t)

∑

i=1

(Tπ
ℓi
)2

2
+ T π

ℓiZ
π
ℓi

t
,

where we get (a) by rearranging the terms in the summation and substituting T π
ℓ0Z

π
ℓ0 = 0 (because initial

AoI of all the sources is 0; Assumption 6), whereas (b) follows because in the fraction (ηπℓ (t))
2/(2t), the

numerator (ηπℓ (t))
2 is finite (with probability 1), but in the denominator, t → ∞.

Further, from (9), we have t =
∑Rπ

ℓ
(t)

i=1 T π
ℓi + ηπℓ (t). Since T π

ℓi and ηπℓ (t) are finite for all i, we get that

as t → ∞, Rπ
ℓ (t) → ∞ as well.

Using Lemma 7, next we derive a general expression for the weighted sum cost Γ(π) (5).

Lemma 8: For any policy π ∈ ΠS or π ∈ ΠOF , the weighted sum cost

Γ(π) = lim
t→∞

1

N

N
∑

ℓ=1

∑Rπ
ℓ
(t)

i=1 (ρℓ(
(Tπ

ℓi
)2

2
+ T π

ℓiZ
π
ℓi) + cℓ)

t
, (31)

where Rπ
ℓ (t)

′s satisfy

lim
t→∞

N
∑

ℓ=1

γℓR
π
ℓ (t)

t
≤ 1, (with probability 1). (32)

Proof: Substituting (4) and (30) in the expression for weighted sum cost Γ(π) (5), and rearranging

the obtained terms, we get (31). To obtain (32), note that at any time at most one packet can be under

transmission, and the transmission of packet ℓπi takes dℓi time units, where dℓi’s are independent and

identically distributed random variables with mean γℓ. Therefore,
∑N

ℓ=1

∑Rπ
ℓ
(t)

i=1 dℓi ≤ t. Dividing both

sides by t, and taking limit as t → ∞, we get

1 ≥ lim
t→∞

N
∑

ℓ=1

(

∑Rπ
ℓ
(t)

i=1 dℓi
Rπ

ℓ (t)
·
Rπ

ℓ (t)

t

)

,

(a)
=

N
∑

ℓ=1

(

lim
t→∞

∑Rπ
ℓ
(t)

i=1 dℓi
Rπ

ℓ (t)
· lim
t→∞

Rπ
ℓ (t)

t

)

,

(b)
= lim

t→∞

N
∑

ℓ=1

γℓR
π
ℓ (t)

t
, (with probability 1), (33)
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where we get (a) because the limit of a product is equal to the product of the limits (when the limits

exists, as in the above case), and (b) follows from strong law of large numbers. Note that for (b), we could

use strong law of large numbers because (i) dℓi’s (for all i) are independent and identically distributed

with mean γℓ, and (ii) as t → ∞, Rπ
ℓ (t) → ∞ as well (Lemma 7).

Remark 21: From (9), we get
∑Rπ

ℓ
(t)

i=1 T π
ℓi = t−ηπℓ (t), where ηπℓ (t) is finite for all policies π ∈ ΠS∪ΠOF

(by definition of ΠS and ΠOF ). Therefore, for π ∈ ΠS ∪ΠOF (i.e., the policies of interest), as t → ∞, we

get
∑Rπ

ℓ
(t)

i=1 T π
ℓi = t− ηπℓ (t) ≈ t. Hence for simplicity, in the rest of this paper, when t → ∞, we consider

∑Rπ
ℓ
(t)

i=1 T π
ℓi = t, i.e., any large time t is equal to the sum of the length of periods of source ℓ (for any

ℓ ∈ {1, · · · , N}) until time t.

APPENDIX B

PROOF OF LEMMA 1

From (8), recall that for any policy π (causal or offline), Zπ
ℓi ≥ dℓi (since wπ

ℓi ≥ 0). Therefore, T π
ℓiZ

π
ℓi ≥

T π
ℓidℓi. Hence, from (31), we get that for an offline policy π ∈ ΠOF ,

Γ(π) ≥ lim
t→∞

1

N

N
∑

ℓ=1

∑Rπ
ℓ
(t)

i=1 ρℓ(
(Tπ

ℓi
)2

2
+ T π

ℓidℓi) + cℓR
π
ℓ (t)

t
,

=
1

N

N
∑

ℓ=1

(

lim
t→∞

∑Rπ
ℓ
(t)

i=1 ρℓ(T
π
ℓi)

2

2t
+ lim

t→∞

∑Rπ
ℓ
(t)

i=1 ρℓT
π
ℓidℓi

t
+ lim

t→∞

Rπ
ℓ (t)cℓ
t

)

. (34)

Let T av
ℓ,π = lim

t→∞
t/Rπ

ℓ (t) = lim
t→∞

∑Rπ
ℓ
(t)

i=1 T π
ℓi/R

π
ℓ (t) denote the average period length for a policy π.

Also, define δπℓi = T π
ℓi − T av

ℓ,π. Then, T π
ℓi = δπℓi + T av

ℓ,π, and (T π
ℓi)

2 = (δπℓi)
2 + (T av

ℓ,π)
2 + 2δπℓiT

av
ℓ,π. Further,

since
∑Rπ

ℓ

i=1 T
π
ℓi = t = Rπ

ℓ T
av
ℓ,π =

∑Rπ
ℓ

i=1 T
av
ℓ,π (follows from the definition of T av

ℓ,π), we get
∑Rπ

ℓ
(t)

i=1 δπℓi = 0.

Therefore, when t → ∞,

∑Rπ
ℓ
(t)

i=1 (T π
ℓi)

2

t
=

∑Rπ
ℓ
(t)

i=1 (δπℓi)
2 +Rπ

ℓ (t)(T
av
ℓ,π)

2 + 2T av
ℓ,π

∑Rπ
ℓ
(t)

i=1 δπℓi
Rπ

ℓ (t)T
av
ℓ,π

=

∑Rπ
ℓ
(t)

i=1 (δπℓi)
2

Rπ
ℓ (t)T

av
ℓ,π

+ T av
ℓ,π, (35)

∑Rπ
ℓ
(t)

i=1 T π
ℓidℓi

t
=

T av
ℓ,π

∑Rπ
ℓ
(t)

i=1 dℓi +
∑Rπ

ℓ
(t)

i=1 δπℓidℓi

Rπ
ℓ (t)T

av
ℓ,π

(a)
= γℓ +

∑Rπ
ℓ
(t)

i=1 δπℓidℓi
Rπ

ℓ (t)T
av
ℓ,π

, (36)

cℓR
π
ℓ (t)

t
=

cℓ
T av
ℓ,π

, (37)

where we get (a) (with probability 1), using strong law of large numbers (by definition, dℓi’s are

independent and identically distributed, and from Lemma 7, we know that as t → ∞, Rπ
ℓ (t) → ∞

as well).

Substituting (35), (36) and (37) in (34), we get

Γ(π) ≥
1

N

N
∑

ℓ=1

(

ρℓβ
π
ℓ

2T av
ℓ,π

+
ρℓT

av
ℓ,π

2
+ ρℓγℓ +

cℓ
T av
ℓ,π

)

, (38)

where βπ
ℓ = lim

t→∞

∑Rπ
ℓ
(t)

i=1 δπℓi(δ
π
ℓi + 2dℓi)/R

π
ℓ (t).

Lemma 9: βπ
ℓ ≥ 0, ∀ℓ, π, with probability 1.

Proof: See Appendix C.
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Note that the average period length T av
ℓ,π is always positive. Also, Lemma 9 shows that βπ

ℓ is non-negative.

Therefore, from (38) we get

Γ(π) ≥
1

N

N
∑

ℓ=1

(

ρℓT
av
ℓ,π

2
+ ρℓγℓ +

cℓ
T av
ℓ,π

)

. (39)

Remark 22: For any policy π, the effect of randomness (variance) in the inter-generation time of packets

is captured in δπℓi = T π
ℓi−T av

ℓ,π, ∀i. Therefore, when we lower bound βπ
ℓ = lim

t→∞

∑Rπ
ℓ
(t)

i=1 δπℓi(δ
π
ℓi+2dℓi)/R

π
ℓ (t)

in (38) by 0, the δπℓi terms are lost. Hence, the contribution of variance of inter-generation time of packets

to the weighted sum cost Γ(π) (31)) is lower bounded by 0. However, as shown in Example 1, for an

offline optimal policy, this lower bound is tight.

Next, consider the optimal offline policy π⋆
OF . Recall that hℓ(t) is the number of packets generated at

source ℓ until time t, and π⋆
OF transmits R⋆

ℓ(t) number of these packets. Thus, for π⋆
OF , the average period

length

T av
ℓ,π⋆

OF
= lim

t→∞

t

R⋆
ℓ(t)

= lim
t→∞

t

hℓ(t)

hℓ(t)

R⋆
ℓ(t)

(a)
=

µℓ

f ⋆
ℓ

, (40)

where we get (a) because (i) with probability 1, lim
t→∞

t/hℓ(t) = µℓ (using the strong law of large numbers;

since t/hℓ(t) is the average inter-generation time of packets, and µℓ is the expected inter-generation time

of packets), and (ii) by definition, f ⋆
ℓ = lim

t→∞
R⋆

ℓ (t)/hℓ(t). Note that f ⋆
ℓ is equal to the fraction of total

number of packets generated at source ℓ until time t that is transmitted by π⋆
OF . Hence, f ⋆

ℓ ∈ [0, 1].

Substituting (40) in (39), we get

Γ(π⋆
OF ) ≥

1

N

N
∑

ℓ=1

(

ρℓµℓ

2f ⋆
ℓ

+ ρℓγℓ +
cℓf

⋆
ℓ

µℓ

)

,

which implies (17). Also, from (32) and (40), we get

1 ≥ lim
t→∞

N
∑

ℓ=1

γℓR
⋆
ℓ(t)

t
=

N
∑

ℓ=1

γℓ
T av
ℓ,π⋆

OF

=
N
∑

ℓ=1

γℓf
⋆
ℓ

µℓ

.
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Since δπℓi = T π
ℓi−T av

ℓ,π , and T π
ℓi’s and T av

ℓ,π are finite (Lemma 6), δℓi’s are finite as well. Also, by definition,

δπℓi’s satisfy lim
t→∞

∑Rπ
ℓ
(t)

i=1 δπℓi = lim
t→∞

∑Rπ
ℓ
(t)

i=1 (T π
ℓi − T av

ℓ,π) = 0. Now, for some policy π, let there exists a

sequence H = {δπℓi}i∈N, such that the above two conditions are satisfied, and βπ
ℓ = lim

t→∞

∑Rπ
ℓ
(t)

i=1 δπℓi(δ
π
ℓi +

2dℓi)/R
π
ℓ (t) < 0. Then, for any ω ∈ R, βπ

ℓ + lim
t→∞

ω
∑Rπ

ℓ
(t)

i=1 δπℓi/R
π
ℓ (t) = lim

t→∞

∑Rπ
ℓ
(t)

i=1 δπℓi(δ
π
ℓi + ω +

2dℓi)/R
π
ℓ (t) < 0.

But note that δπℓi(δ
π
ℓi+ω+2dℓi) < 0, only if δπℓi ∈ (−ω−2dℓi, 0), i.e., dℓi > −(δπℓi+ω)/2, which cannot

be true when ω → −∞ (since δℓi and transmission time dℓi are finite with probability 1). Thus, when

δπℓi → −∞, δπℓi(δ
π
ℓi +ω+2dℓi) > 0 with probability 1. This implies βπ

ℓ + lim
t→∞

ω
∑Rπ

ℓ
(t)

i=1 δπℓi/R
π
ℓ (t) > 0 with

probability 1, contradicting the existence of sequence H. Hence, βπ
ℓ must be non-negative with probability

1.
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Fig. 11: Sample age plot of source ℓ under stationary randomized policy πsr (Algorithm 1).

APPENDIX D

PROOF OF LEMMA 2

Recall that πsr (Algorithm 1) transmits only marked packets. Therefore, for πsr, the period lengths

T sr
ℓi ’s (the inter-generation time of completely transmitted packets) can be written as a sum of the inter-

generation time of marked packets Tm
ℓj ’s. Also, for each source ℓ, the number of completely transmitted

packets Rsr
ℓ (t) is upper bounded by the number of marked packets Rm

ℓ (t). Moreover, the waiting time

wsr
ℓi for packets of source ℓ is upper bounded by ŵsr

ℓj , the difference between the successive time instants

when source ℓ is chosen to transmit by πsr. Hence, to prove Lemma 2, we upper bound the expectation

of the weighted sum cost (31) for πsr in terms of Tm
ℓj ’s, Rm

ℓ (t)’s, ŵsr
ℓj ’s, and the transmission times dℓi’s

for completely transmitted packets (under πsr). Then, using the independence between Tm
ℓj ’s and ŵsr

ℓj ’s

(which follows because the packet marking by SR-PMS, and the source selection by SR-NSS function

independently of each other), we simplify the derived upper bound to get (18).

Proof: Consider the following quantities defined with respect to πsr: (i) g
m
ℓi — the generation time

of the ith marked packet of source ℓ under πsr, (ii) s
m
ℓi — the earliest time instant greater than or equal to

gmℓi when πsr chooses source ℓ to transmit (at smℓi source ℓ has at least one fresh marked packet which got

generated at gmℓi ; hence under πsr, at smℓi , source ℓ begins to transmit a fresh marked packet), and (iii) rmℓi
— the earliest time instant greater than or equal to smℓi , when source ℓ completes transmitting the packet

that it began transmitting at smℓi . Also, define Tm
ℓi = gmℓi − gmℓ(i−1), and Zm

ℓi = rmℓi − gmℓi = wm
ℓi + dmℓi , where

wm
ℓi = smℓi −gmℓi , and dmℓi = rmℓi −smℓi . As shown in Figure 11, the area under the age plot for source ℓ under

policy πsr can be partitioned into trapezoids with area Qm
ℓ1, Q

m
ℓ2, Q

m
ℓ3, · · · , where Qm

ℓi = (Tm
ℓi )

2/2+Tm
ℓi Z

m
ℓi ,

∀i ∈ N. Summing the areas of all these trapezoids, dividing it by the time horizon t, and following the

arguments as in the proof of Lemma 7 (which uses Property 3 in Lemma 10 below), we get the long-term

AoI under πsr to be

lim
t→∞

∆av
ℓ,sr(t) = lim

t→∞

∑Rm
ℓ
(t)

i=1

(

(Tm
ℓi

)2

2
+ Tm

ℓi Z
m
ℓi

)

t
, (41)

where Rm
ℓ (t) denotes the number of packets marked by πsr until time t, and as t → ∞, Rm

ℓ (t) → ∞ as

well. Also, as in Remark 21, we get
∑Rm

ℓ
(t)

i=1 Tm
ℓi = t.

Lemma 10: For each source ℓ ∈ {1, · · · , N} and i ∈ N,

1) Tm
ℓi ’s are independent and identically distributed,
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Tm
ℓ1 Tm

ℓ2 Tm
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Fig. 12: Relation between different quantities defined with respect to πsr. Note that smℓ3 = smℓ4, because it

is the earliest time instant after both gmℓ3 and gmℓ4 when source ℓ gets the opportunity to transmit.

2) E[Tm
ℓi ] = µℓ/pℓ and E[(Tm

ℓi )
2] = (σ2

ℓ/pℓ) + (2− pℓ)µ
2
ℓ/p

2
ℓ , and

3) Tm
ℓi and ηmℓ (t) (where, ∀t ≥ 0, ηmℓ (t) denotes the difference between the generation time of the

latest marked packet until time t, and time t) are finite with probability 1.

Proof: See Appendix E.

Further, recall that under πsr, whenever a source ℓ is chosen for transmission, it either transmits a fresh

marked packet, or does not transmit at all. Therefore, the packets transmitted by a source under πsr is a

subset of its marked packets, implying that the average transmission cost (4) for πsr is Cav
ℓ,sr ≤ cℓR

m
ℓ (t)/t.

Hence, the weighted sum cost (5) for πsr is

Γ(πsr) ≤ lim
t→∞

1

N

N
∑

ℓ=1





ρℓ
∑Rm

ℓ
(t)

i=1

(

(Tm
ℓi

)2

2
+ Tm

ℓi Z
m
ℓi

)

t
+

cℓR
m
ℓ (t)

t



 ,

(a)
=

1

N

N
∑

ℓ=1



 lim
t→∞

∑Rm
ℓ
(t)

i=1

(

ρℓ
(Tm

ℓi
)2

2
+ cℓ

)

∑Rm
ℓ
(t)

i=1 Tm
ℓi



+
1

N

N
∑

ℓ=1

(

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi Z

m
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

)

, (42)

where we get (a) by rearranging the terms, and substituting t =
∑Rm

ℓ
(t)

i=1 Tm
ℓi . From Lemma 10, it is known

that Tm
ℓi ’s are independent and identically distributed. Also, as t → ∞, Rm

ℓ (t) → ∞ as well. Therefore,

applying the renewal reward theorem [40] to each term in the first summation on the R.H.S. of (42), we

get

lim
t→∞

∑Rm
ℓ
(t)

i=1

(

ρℓ
(Tm

ℓi
)2

2
+ cℓ

)

∑Rm
ℓ
(t)

i=1 Tm
ℓi

=
ρℓ
2
E[(Tm

ℓ1 )
2] + cℓ

E[Tm
ℓ1 ]

(a)
=

ρℓ
2

(

σ2
ℓ

µℓ

+
µℓ

pℓ
(2− pℓ)

)

+
cℓpℓ
µℓ

, (43)

where (a) follows by substituting E[Tm
ℓ1 ] = µℓ/pℓ, and E[(Tm

ℓi )
2] = (σ2

ℓ /pℓ)+ (2−pℓ)µ
2
ℓ/p

2
ℓ (from Lemma

10). Thus, substituting (43) back into (42), rearranging its terms, and taking expectation (jointly with

respect to the distributions Gℓ and Dℓ, for each source ℓ) on both sides, we get

E[Γ(πsr)] ≤
1

N

N
∑

ℓ=1

(

ρℓµℓ

2pℓ
(2− pℓθℓ) +

cℓpℓ
µℓ

)

+
1

N

N
∑

ℓ=1

E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi Z

m
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

, (44)

where θℓ = 1− σ2
ℓ /µ

2
ℓ .

Next, we upper bound the second summation on the R.H.S. of (44). Recall that Zm
ℓi = rmℓi −gmℓi = wm

ℓi +

dmℓi , where wm
ℓi = smℓi −gmℓi is the time duration (since the generation time of ith marked packet of source ℓ),
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after which πsr chooses source ℓ to transmit, and dmℓi = rmℓi −smℓi is equal to the total transmission time for

the packet that source ℓ begins to transmit at time smℓi . Also, as shown in Figure 12, wm
ℓi ’s are upper-bounded

by the difference between the successive time instants (before and after gmℓi ) when source ℓ is chosen to

transmit (let this difference be denoted by ŵsr
ℓi ’s). Therefore, Tm

ℓi Z
m
ℓi = Tm

ℓi (w
m
ℓi + dmℓi ) ≤ Tm

ℓi (ŵ
sr
ℓi + dmℓi ),

which implies

E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi Z

m
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

≤ E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi ŵ

sr
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

+ E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi d

m
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

. (45)

Note that the first term on the R.H.S. of (45) is

E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi ŵ

sr
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

(a)
= E

[

ρℓE[T
m
ℓi ŵ

sr
ℓi ]

E[Tm
ℓi ]

]

(b)
=

ρℓE[T
m
ℓi ]E[ŵ

sr
ℓi ]

E[Tm
ℓi ]

(c)

≤
ρℓµℓ

pℓ
, (46)

where we get (a) by applying renewal reward theorem (renewal properties follow from Lemma 11 below),

(b) follows because Tm
ℓi and ŵsr

ℓi are mutually independent (Lemma 11), and (c) follows because E[ŵsr
ℓi ] ≤

µℓ/pℓ (Lemma 11).

Lemma 11: ŵsr
ℓi ’s are independent and identically distributed (∀i ∈ N), with mean E[ŵsr

ℓi ] ≤ µℓ/pℓ.

Moreover, ŵsr
ℓi ’s are independent of Tm

ℓj ’s (∀i, j ∈ N).

Proof: See Appendix F.

In the second term on the R.H.S. of (45), note that dmℓi ’s are not independent for every i. In fact, if

the κth
j−1 and κth

j marked packets of source ℓ are respectively its (j − 1)th and jth transmitted packets,

then as shown in Figure 12, ∀i ∈ {κj−1 + 1, · · · , κj}, dmℓi = dℓj , where dℓj denotes the transmission time

for the jth transmitted packet. Additionally,
∑κj

i=κj−1+1 T
m
ℓi = T sr

ℓj , where T sr
ℓj is the period length under

πsr, which by definition, is equal to the inter-generation time of marked packets that get transmitted.

Therefore,
∑κj

i=κj−1+1 T
m
ℓi d

m
ℓi = T sr

ℓj dℓj , which implies

E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi d

m
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

= E

[

lim
t→∞

ρℓ
∑Rsr

ℓ
(t)

j=1 T sr
ℓj dℓj

∑Rsr
ℓ
(t)

j=1 T sr
ℓj

]

, (47)

where Rsr
ℓ (t) denotes the number of packets transmitted by source ℓ under πsr until time t. In the simplified

expression on the R.H.S. of (47), it is not obvious if T sr
ℓj dℓj and T sr

ℓ(j+1)dℓ(j+1) are independent. Hence,

unlike (46), we cannot apply the renewal reward theorem directly to simplify (47). Therefore, we take an

alternate approach as follows.

Note that when packet ℓsrj is transmitted, T sr
ℓj gets fixed, whereas dℓj is realized after that, from

distribution Dℓ, independent of T sr
ℓj . Therefore, T sr

ℓj and dℓj are mutually independent. Hence, if we define

ϕℓj = T sr
ℓj /t, then ϕℓj and dℓj are mutually independent as well. Also, since t =

∑Rsr
ℓ
(t)

j=1 T sr
ℓi (Remark

21), ϕℓj = T sr
ℓj /t ∈ [0, 1], and

∑Rsr
ℓ
(t)

i=1 ϕℓi = 1. Therefore, E

[

lim
t→∞

ρℓ
∑Rsr

ℓ
(t)

j=1 T sr
ℓj

dℓj
∑Rsr

ℓ
(t)

j=1 T sr
ℓj

]

(a)
= ρℓE

[

∞
∑

j=1

ϕℓjdℓj

]

(b)
= ρℓ

∞
∑

j=1

E [ϕℓjdℓj]
(c)
= ρℓ

∞
∑

j=1

E [ϕℓj]E [dℓj]
(d)
= ρℓγℓE

[

∞
∑

j=1

ϕℓj

]

(e)
= ρℓγℓ, (48)

where we get (a) because as t → ∞, Rsr
ℓ (t) → ∞ as well (Lemma 7), we get (b) as an application of

Tonelli’s theorem [42] (ϕℓjdℓj is non-negative, and finite with probability 1; by definition), (c) follows



35

because ϕℓj and dℓj are mutually independent, (d) follows because dℓi’s are independent and identically

distributed with mean γℓ, and we get (e) because
∑∞

j=1 ϕℓj = lim
t→∞

∑Rsr
ℓ
(t)

j=1 ϕℓj = 1.

From (47) and (48), we get

E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi d

m
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

= ρℓγℓ. (49)

Further, substituting (46) and (49) into (45), we get

E

[

lim
t→∞

ρℓ
∑Rm

ℓ
(t)

i=1 Tm
ℓi Z

m
ℓi

∑Rm
ℓ
(t)

i=1 Tm
ℓi

]

≤
ρℓµℓ

pℓ
+ ρℓγℓ. (50)

Finally, substituting (50) into (44), and rearranging terms, we get Lemma 2.

APPENDIX E

PROOF OF LEMMA 10

Since πsr marks/discards every packet generated at source ℓ with fixed probability pℓ, and inter-

generation time of packets at source ℓ are independent and identically distributed, we conclude that Tm
ℓi ’s

(inter-generation time of marked packets) are independent and identically distributed (∀i ∈ N). Also,

Tm
ℓi =

Km
ℓi
∑

j=1

Xℓij, (51)

where Km
ℓi is a geometrically distributed random variable (with success probability pℓ), that denotes the

number of packets generated at source ℓ (after its (i − 1)th marked packet), until a packet gets marked

under πsr (at time gmℓi ).

In (51), since Km
ℓi is independent of Xℓij’s, i.e., the inter-generation time of packets at source ℓ, using

the Wald’s equation [43], we get

E[Tm
ℓi ] = E[Km

ℓi ]E[Xℓij ] = µℓ/pℓ. (52)

Similarly, squaring both sides of (51), and using the Wald’s equation [43], we get

E[(Tm
ℓi )

2] = E





Km
ℓi
∑

j=1

X2
ℓij +

Km
ℓi
∑

j=1

Km
ℓi
∑

k=1,k 6=j

XℓijXℓik



 ,

= E[Km
ℓi ]E[X

2
ℓij ] + E[(Km

ℓi )
2 −Km

ℓi ]E[Xℓij ]
2,

= E[Km
ℓij ]σ

2
ℓ + E[(Km

ℓij)
2]µ2

ℓ ,

=
σ2
ℓ

pℓ
+

(2− pℓ)µ
2
ℓ

p2ℓ
. (53)

Recall that for each source ℓ, cℓ < ∞ and 0 < ρℓ < ∞ (Remark 4), and µℓ, γℓ < ∞ (by definition).

Hence, for pℓ = µℓ/(ϑNγℓ) (where ϑ = max{1,
∑N

ℓ=1(µℓ/γℓ)}), (12) and (13) are satisfied, and the

objective (11) is finite. Therefore, the minimum value of the objective (11) must be finite, which is

possible only if µℓ/pℓ is finite (for pℓ that minimizes (11)). Hence, E[Tm
ℓi ] (equal to µℓ/pℓ) must be finite,

which implies Tm
ℓi ’s are finite with probability 1.

Note that by definition, ηmℓ (t) is the length of interval in which no packet is marked. Since Tm
ℓi ’s (inter-

generation time of marked packets) are finite (with probability 1), ηmℓ (t) must be finite with probability

1 as well.
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APPENDIX F

PROOF OF LEMMA 11

When the channel is free, among all the sources, SR-NSS (in πsr) chooses a source j with probability

p̂j (10). Also, each time a source j is chosen, the channel remains busy for djk time units, where djk’s are

independent and identically distributed random variables (∀k ∈ N) with distribution Dj (and mean γj).

Hence, ŵsr
ℓi =

∑N

j=1

∑κ̃ℓj

k=1 djk, where κ̃ℓj are independent and identically distributed random variables

(∀j ∈ {1, · · · , N}) that denote the number of times source j is chosen between two successive instants

when source ℓ gets chosen (naturally, κ̂ℓℓ = 1). Therefore, ŵsr
ℓi ’s are independent and identically distributed

(∀i ∈ N).

Also, under πsr, sources are chosen with fixed probability, independent of djk’s. Therefore, κ̂ℓj and

djk’s are mutually independent (∀j ∈ {1, · · · , N}, k ∈ N). Hence, using the Wald’s equation [43], we get

E[ŵsr
ℓi ] =

N
∑

j=1

E[κ̂ℓj ]E[djk] =
N
∑

j=1

p̂j
p̂ℓ
γj

(a)
=

µℓ

pℓ

N
∑

j=1

γj
pj
µj

(b)

≤
µℓ

pℓ
, (54)

where (a) follows from (10), and (b) follows from (12).

Further, since κ̂ℓj’s and djk’s are independent of packet generation instants gℓi’s (for ℓ ∈ {1, · · · , N} and

i ∈ N) and SR-PMS (which marks packets at each source ℓ with fixed probability pℓ), mutual independence

of ŵsr
ℓi ’s and Tm

ℓj ’s (∀i, j ∈ N) follows.

APPENDIX G

PROOF OF LEMMA 3

Lemma 3 follows from a basic fact (Lemma 12) about exponential random variables, which may be

well known. However, in absence of a readily available reference, we first prove it using first principles,

and then use it to prove Lemma 3.

Let Yi > 0 for i ∈ N be an arbitrary sequence. Also, let di for i ∈ N be a sequence of independent

exponentially distributed random variables, each with mean γ. Consider the following random variables

i⋆ = mindi<Yi
i, and d̃ =

∑i⋆−1
i=1 Yi + di⋆ .

Lemma 12: d̃ is exponentially distributed with mean γ, independent of Yi’s and i⋆.

Proof: For any t, let τ(t) = min∑k
i=1 Yi>t k. Then, we can write t = (

∑τ(t)−1
i=1 Yi) + δt, for some

δt ≥ 0. Consider a sequence of mutually disjoint intervals Ij = [
∑j−1

i=1 Yi,
∑j

i=1 Yi) for j ∈ N. From

definition of τ(t) and i⋆, we get that t ∈ Iτ(t), while d̃ ∈ Ii⋆ .

Using the law of total probability, we get

P(d̃ > t) =P(d̃ > t|i⋆ > τ(t))P(i⋆ > τ(t))

+ P(d̃ > t|i⋆ = τ(t))P(i⋆ = τ(t))

+ P(d̃ > t|i⋆ < τ(t))P(i⋆ < τ(t)). (55)

Since, P(d̃ > t|i⋆ > τ(t)) = 1 and P(d̃ > t|i⋆ < τ(t)) = 0, (55) simplifies to

P(d̃ > t) = P(i⋆ > τ(t)) + P(d̃ > t|i⋆ = τ(t))P(i⋆ = τ(t)). (56)



37

Note that i⋆ > τ(t) is equivalent to the event where di > Yi, ∀i ≤ τ(t). Since di’s are independent and

exponentially distributed with mean γ, we get P(i⋆ > τ(t)) =
∏τ(t)

i=1 exp(−Yi/γ) = exp(−
∑τ(t)

i=1 Yi/γ),

and P(i⋆ = τ(t))

=

τ(t)−1
∏

i=1

exp(−Yi/γ) · (1− exp(−Yτ(t)/γ)) = exp



−

τ(t)−1
∑

i=1

Yi/γ



 · (1− exp(−Yτ(t)/γ)).

Also,

P(d̃ > t|i⋆ = τ(t)) =
P(di⋆ ∈ (δt, Yτ(t)])

P(d̃ < Yτ(t))
=

exp(−δt/γ)− exp(−Yτ(t)/γ)

1− exp(−Yτ(t)/γ)
.

Hence, from (56), we get P(d̃ > t)

= exp

(

−

∑τ(t)
i=1 Yi

γ

)

+
exp

(

− δt
γ

)

− exp
(

−
Yτ(t)

γ

)

1− exp
(

−
Yτ(t)

γ

) · exp

(

−

∑τ(t)−1
i=1 Yi

γ

)

·

(

1− exp

(

−
Yτ(t)

γ

))

,

= exp

(

−

∑τ(t)
i=1 Yi

γ

)

+ exp

(

−

∑τ(t)−1
i=1 Yi + δt

γ

)

+ exp

(

−

∑τ(t)−1
i=1 Yi + Yτ(t)

γ

)

,

= exp

(

−
t

γ

)

. (57)

Hence, d̃ is exponentially distributed with mean γ, independent of Yi’s and i⋆.

Note that any preemptive policy π transmits packets of source ℓ over a sequence of intervals Iπℓ1, I
π
ℓ2, · · ·

(end of each interval is marked by a preemption), until one of its packet gets completely transmitted.

Let the length of these intervals after time rπℓ(i−1) (when the i − 1st packet of source ℓ got completely

transmitted) be Y π
ℓ1, Y

π
ℓ2, · · · . Because of the memoryless property of the exponential distribution, at the start

of each interval Iπℓj , the remaining transmission time dℓj of the packet under transmission is exponentially

distributed with mean γℓ, irrespective of whether the packet was under transmission in any of the previous

intervals. Hence, the required channel time for completely transmitting the ith packet of source ℓ is

d̃πℓi =
∑j⋆−1

j=1 Y π
ℓj+dℓj⋆, where j⋆ = min dℓj < Y π

ℓjj, and dℓj’s are independent and exponentially distributed

with mean γℓ. Therefore, from Lemma 12, we get that d̃πℓi is exponentially distributed with mean γℓ, and

independent of the preemptive policy π (since π controls Y π
ℓj ’s, and d̃πℓi is independent of Yℓj’s).

Further, because the channel times d̃πℓi’s (∀i) are independent of the interval lengths Y π
ℓj ’s and the

random variable j⋆, d̃πℓi’s only depend on the transmission times dℓj’s of packets transmitted in successive

intervals Iπℓ1, I
π
ℓ2, · · · . Since dℓj’s are independent across j ∈ N, this implies that d̃πℓi’s are also independent

for different i’s. Combining this with the previous result, we get Lemma 3.

APPENDIX H

PROOF OF LEMMA 4

By definition, the AoI of a source only depends on the packets that it transmits completely. Hence,

AoI of each source ℓ under a preemptive policy π can be written in terms of T π
ℓi , Z

π
ℓi and Rπ

ℓi(t) as in

(30). Also, the average transmission cost of source ℓ is cℓR̃
π
ℓ (t)/t. Hence, the weighted sum cost for any

preemptive policy π is

Γ(π) = lim
t→∞

1

N

N
∑

ℓ=1

∑Rπ
ℓ
(t)

i=1 ρℓ(
(Tπ

ℓi
)2

2
+ T π

ℓiZ
π
ℓi) + cℓR̃

π
ℓ (t)

t
. (58)
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Since period length T π
ℓi and system time Zπ

ℓi are non-negative (for any causal/offline preemptive policy

π), substituting T π
ℓiZ

π
ℓi = 0 in (58),9 and using the fact that R̃π

ℓ (t) ≥ Rπ
ℓ (t), for any offline preemptive

policy π, we get

Γ(π) ≥
1

N

N
∑

ℓ=1

(

lim
t→∞

∑Rπ
ℓ
(t)

i=1 ρℓ(T
π
ℓi)

2

2t
+ lim

t→∞

cℓR
π
ℓ (t)

t

)

. (59)

Note that T av
ℓ,π = lim

t→∞
t/Rπ

ℓ (t) = lim
t→∞

∑Rπ
ℓ
(t)

i=1 T π
ℓi/R

π
ℓ (t) is the average period length for preemptive

policy π. Defining δπℓi = T π
ℓi − T av

ℓ,π, and following the steps as in (35) and (37) to simplify (59), we get

Γ(π) ≥
1

N

N
∑

ℓ=1

(

ρℓβ
π
ℓ

2T av
ℓ,π

+
ρℓT

av
ℓ,π

2
+

cℓ
T av
ℓ,π

)

, (60)

where βπ
ℓ = lim

t→∞

∑Rπ
ℓ
(t)

i=1 (δπℓi)
2/Rπ

ℓ (t) ≥ 0. Thus, substituting βπ
ℓ = 0 in (60), we get

Γ(π) ≥
1

N

N
∑

ℓ=1

(

ρℓT
av
ℓ,π

2
+

cℓ
T av
ℓ,π

)

=⇒ Γ(π̃⋆
OF ) ≥

1

N

N
∑

ℓ=1

(

ρℓT
av
ℓ,π̃⋆

OF

2
+

cℓ
T av
ℓ,π̃⋆

OF

)

, (61)

where π̃⋆
OF denotes an optimal offline preemptive policy. Also, as shown in (40), T av

ℓ,π̃⋆
OF

= µℓ/f
⋆
ℓ , where

f⋆ℓ ∈ [0, 1] denotes the ratio of the number of packets of source ℓ that are completely transmitted by

π̃⋆
OF , to the total number of packets generated at it (until the time horizon t → ∞). Hence, substituting

T av
ℓ,π̃⋆

OF
= µℓ/f

⋆
ℓ in (61), we get (24).

Further, note that between two successive transmission completion instants rπℓ(i−1) and rπℓi, source ℓ

transmits for time equal to channel time d̃πℓi. Also, at any time, at most one source can transmit. Therefore,

for any preemptive policy π,
∑N

ℓ=1

∑Rπ
ℓ
(t)

i=1 d̃πℓi ≤ t. Dividing both sides by t, and taking limit as t → ∞,

for an optimal offline preemptive policy π̃⋆
OF , we get

1
(a)

≥ lim
t→∞

N
∑

ℓ=1

(

∑R⋆
ℓ
(t)

i=1 d̃⋆ℓi
R⋆

ℓ (t)
·
R⋆

ℓ(t)

hℓ(t)
·
hℓ(t)

t

)

,

(b)
=

N
∑

ℓ=1

(

lim
t→∞

∑R⋆
ℓ
(t)

i=1 d̃⋆ℓi
R⋆

ℓ(t)
· lim
t→∞

R⋆
ℓ (t)

hℓ(t)
· lim
t→∞

hℓ(t)

t

)

,

(c)

≥

N
∑

ℓ=1

γℓf
⋆
ℓ

µℓ

, (62)

where in (a), R⋆
ℓ(t) denotes the number of completely transmitted packets of source ℓ under π̃⋆

OF (until

time t), and d̃⋆ℓi’s denote the channel time for completely transmitted packets of source ℓ under π̃⋆
OF . We

get (b) because limit of product is equal to product of limits (when limits exists), and (c) follows because

lim
t→∞

∑R⋆
ℓ
(t)

i=1 d̃⋆ℓi/R
⋆
ℓ(t) ≥ γℓ (Lemma 3), lim

t→∞
R⋆

ℓ(t)/hℓ(t) = f⋆ℓ (by definition), and from strong law of large

numbers, lim
t→∞

hℓ(t)/t = 1/E[Xℓ] = 1/µℓ.

9We lower bound T π
ℓiZ

π
ℓi by 0 (instead of T π

ℓid
π
ℓi for non-preemptive policies) because when preemption is allowed, in certain settings,

transmission times dπℓi for completely transmitted packets can be arbitrarily small (Example 3).
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APPENDIX I

PROOF OF LEMMA 5

Recall that π̃sr differs from πsr only in the choice of pℓ’s. Therefore, following the same steps as in

the proof of Lemma 2, we get the following upper bound on E[Γ(π̃sr)] (in terms of pℓ’s):

E[Γ(π̃sr)] ≤
1

N

N
∑

ℓ=1

((

2ρℓµℓ

pℓ
+

cℓpℓ
µℓ

)

+

(

ρℓγℓ −
ρℓµℓθℓ

2

))

. (63)

Since pℓ’s satisfy (26), we get 1 ≥
∑N

i=1 γipi/µi ≥ γℓpℓ/µℓ (since γi, pi, µi ≥ 0, ∀i ∈ {1, · · · , N}),

which implies γℓ ≤ µℓ/pℓ. Therefore, substituting γℓ = µℓ/pℓ in (63), we get

E[Γ(π̃sr)] ≤
1

N

N
∑

ℓ=1

((

2ρℓµℓ

pℓ
+

cℓpℓ
µℓ

)

+

(

ρℓµℓ

pℓ
−

ρℓµℓθℓ
2

))

,

=
1

N

N
∑

ℓ=1

(

3ρℓµℓ

pℓ
+

cℓpℓ
µℓ

−
ρℓµℓθℓ

2

)

. (64)
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