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Figure 1: Visualizing how consistently a variable subset captures the characteristics of a dependent variable. Seg-
ments corresponding to groups of comparable values on the subset are investigated (a). An inconsistency is brushed
(b, ). Histograms (d) show that one of the variables (top) might add to the variable subset’s discriminating ability.

ABSTRACT

Feature selection is an effective technique to reduce dimensionality, for example when the condition of a system
is to be understood from multivariate observations. The selection of variables often involves a priori assumptions
about underlying phenomena. To avoid the associated uncertainty, we aim at a selection criterion that only consid-
ers the observations. For nominal data, consistency criteria meet this requirement: a variable subset is consistent, if
no observations with equal values on the subset have different output values. Such a model-agnostic criterion is also
desirable for forecasting. However, consistency has not yet been applied to multivariate time series. In this work,
we propose a visual consistency-based technique for analyzing a time series subset’s discriminating ability w.r.t.
characteristics of an output variable. An overview visualization conveys the consistency of output progressions
associated with comparable observations. Interaction concepts and detail visualizations provide a steering mech-
anism towards inconsistencies. We demonstrate the technique’s applicability based on two real-world scenarios.
The results indicate that the technique is open to any forecasting task that involves multivariate time series, because
analysts could assess the combined discriminating ability without any knowledge about underlying phenomena.
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1 INTRODUCTION

Predictive modeling is the process of analyzing histor-
ical observations to make a statement about the future.
It is called forecasting when the time dimension is used
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as an explicit source of information. As an example, the
missing values of a broken sensor can be expressed by a
subset of remaining sensors in the network. With mul-
tiple sensors available, choosing a representative subset
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of input variables becomes a primary challenge. In ma-
chine learning, this is referred to as feature selection.

Feature selection techniques can be grouped according
to the selection criterion used to rate a variable subset.
Wrapper methods use a predictive model that is built
from the subset. When the type of model can be deter-
mined, they usually yield well-performing variable sub-
sets. However, solid indications that guide the decision
for a model type might not be available. In such cases,
filter methods, which explore data-based characteristics
to evaluate a variable subset, might be more feasible.

Among the available filter criteria, most of which rely
on combined bivariate or trivariate dependencies, con-
sistency is the only one to combine being multivariate
by design with two important benefits: /) it is model-
agnostic, i.e. does not involve any assumption about the
nature of data characteristics, and 2) it removes both re-
dundant and irrelevant variables, thus serving simplic-
ity. Consistency has originally been defined for clas-
sification with nominal data. The idea is to identify a
minimal variable subset that is consistent with a set of
observations. A variable subset is inconsistent, if one or
more pairs of observations exhibit equal values for the
variables in the subset, but have different class labels.
The more inconsistencies a variable subset induces, the
worse its relevance for prediction.

However, consistency has not yet been considered in
the context of forecasting. Most selection criteria for
time series contain an implicit model specification, e.g.
using principal components or pairwise cross correla-
tion. This motivates us to investigate how far a model-
agnostic evaluation of variable subsets for forecasting
can get. We do not aim at a new modeling approach.
Instead, we focus on feature selection as a preparatory
step that guides the following modeling stages.

In this work, we propose a visual-interactive selection
technique centered around a criterion that builds upon
the consistency of temporal output progressions. To
adapt the concept of consistency to time series, we es-
tablish counterparts for /) the similarity of observations
and 2) the similarity of corresponding outputs. Con-
ceptually, we define an inconsistency as a pair of time
points exhibiting similar value combinations with re-
spect to the variable subset, but being followed by dis-
similar temporal progressions of the output variable.

Our focus is on leveraging the capabilities of well-
established visual analytics techniques to determine
how consistently a variable subset captures multivari-
ate time series data. For judging the similarity on
the output side, we prefer visual perception over a
quantified similarity measure to meet the data- and
application-dependent understanding of similarity.
The output progressions associated with comparable
time points are plotted as aligned curves in a line
chart. Perceived inconsistencies indicate portions of
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the output variable that the investigated variable subset
cannot explain. We combine different compositions
of line charts with interaction techniques to steer the
analysis and to support a refinement of variable subsets
(see Figure 1). The contributions of this paper include:

e A consistency-based, model-agnostic selection cri-
terion for multivariate time series

e Overview visualizations conveying the consistency
of output progressions across the subset domain

e Detail visualizations and interaction concepts that
support the analysis and resolving of inconsistencies

2 RELATED WORK

Our visual-interactive approach intersects the areas of
feature selection, regression and predictive modeling,
and the analysis of time series. Our literature review
shows a lack of feature selection techniques that are
both model-agnostic and targeted at temporal data (Ta-
ble 1). Instead, temporal dependencies are often em-
bedded in similarity or correlation metrics.

2.1 Feature Selection

Molina et al. provide an overview of selection crite-
ria and search strategies for feature selection [MBNO2].
Blum and Langley distinguish feature selection meth-
ods based on the selection criterion [BL97]. In their
terms, our work is most closely related to filters. Filter
criteria are usually based on measures for distance, in-
formation, dependence, or consistency. Unlike the first
three, where scalability is mostly achieved by combin-
ing bivariate dependencies, consistency can evaluate a
subset of variables at a time, independent of its size.
Dash and Liu find consistency to be fast and able to
remove redundant variables [DL03]. Sips et al. were
among the first to adopt consistency for 2D-projections
of labeled numerical data [SNLH09]. However, the
concept of consistency has not yet been adapted to time
series, and we are aiming to close this gap.

Most visual approaches to feature selection are based
on correlation measures. Guo details pairwise corre-
lations in a matrix view to explore interesting vari-
able subspaces for clustering [Guo03]. Krause et al.’s
SeekAView enables a dual exploration of subspaces and
item subsets [KDFB16]. Infuse by Krause et al. evalu-
ates the performance of combinations of feature selec-
tion and classification techniques [KPB14], essentially
integrating filter and wrapper approaches. The Smart-
stripes approach by May et al. turns an automated fea-
ture selection into a white-box approach, allowing the
user to intervene in an automated heuristic [MBD™11].

Feature selection techniques have also been applied to
multivariate time series. Yoon et al. propose CLeVer,
a ranking feature selection based on a principal compo-
nent analysis [YYSO05]. It effectively eliminates vari-
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Method Model-Agnostic Time dependence Partitioning Expertise Ranking
Our approach v v v v

CLeVer [YYSO05] v v
Incremental cross correlation [Bac16] v v
SmartStripes [MBD™11] v v v v
Partition-Based Framework [MP13] v v v
Interactive Feature Selection [Guo03] v v

Infuse [KPB14] v v

Table 1: An overview of reviewed methods. Only our approach is model-agnostic and supports time dependence.

able redundancies, but does not consider time depen-
dence. In contrast, Bacciu proposes a cross correlation
approach that respects the temporal order [Bac16].

2.2 Regression Modeling and Forecasting

Predicting future values based on multivariate time se-
ries relates to aspects of both forecasting and regres-
sion. Regression models relationships among numeri-
cal variables. We contrast forecasting approaches that
model relationships between different points in time.
These two tasks actually complement each other and
can often be performed with the same modeling tech-
niques. Miihlbacher and Piringer present a comprehen-
sive regression approach integrating variable ranking,
localized and incremental adaption, and residual anal-
ysis [MP13]. In a recent approach, Matkovic et al. in-
ject temporal dependencies into the regression model
by means of scalar aggregates [MAJH17]. TimeFork by
Badam et al. combine regression and forecasting repre-
sented by two neural networks for temporal and condi-
tional predictions [BZS*16]. The link between the two
models is continuously refined via user interaction and
feedback. In principle, all of these approaches allow for
choosing a model type, but the decision still has to be
made prior to analysis and cannot be postponed.

2.3 Time Series Analysis

Our work is also related to visual analysis of time series
ensembles. Konyha et al. present an ensemble visual-
ization to analyze the influence of control parameters
on the behavior of dependent time series [KMG106].
In contrast, we observe how dynamic properties of in-
put time series influence the dependent time series’ be-
havior. Buono et al. propose an approach for the vi-
sual analysis of sample-based forecasts [BPST07]. Like
them, we filter variables to produce a comparable sub-
set of samples, but we aim to systematically cover all
potential filter settings. Schreck et al. use Self Organiz-
ing Maps to cluster time series, allowing for a scalable
exploration of behaviors [SBvLK09]. However, the ap-
proach relies on the definition of a similarity metric,
which requires assumptions about the underlying rela-
tions. The TimeCurves approach by Bach et al. reveals
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patterns of temporal evolution by distorting the tempo-
ral trajectory such that spatial proximity indicates simi-
larity of events [BSH™ 16]. Instead of keeping the time
series connected, we isolate chunks that belong to the
same region of the variable subset domain.

Multivariate time series can be aligned to match with
discrete events, providing a better frame of reference
for comparisons. In Lifeflow [WGGP™11], discrete
event series are aligned, while CareCruiser [GAK™11]
aligns continuous time series to discrete events. Our
approach also allows alignment to non-discrete events.

3 CONSISTENCY-BASED CRITERION

We first illustrate the concept of consistency-based fea-
ture selection on the basis of nominal data. We then
explain the challenges of applying this concept to time
series and describe our adapted consistency criterion.

3.1 Consistency for Nominal Data

A model approximates a function that maps some input
variables X = {Xj,...X;;} to an output variable Y. The
exact mapping is unknown, except for a collection of
observations (X,y) with inputs X = (x1,...,x,);X; € X;
and outputs y € Y. Any attempt to approximate the
mapping needs to capture the input-output assignments
as specified in these observations. This requires that no
input is associated with several different outputs. We
thus search for a subset X’ C X of variables that fully
distinguish among the outputs in the observations. We
favor subsets defined over as few variables as possible,
also referred to as Min-Features bias [AD91].

A variable subset X’ allows for distinction of outputs, if
no two observations with the same values on the subset
have different outputs:

va' e eX'n' =0 = y=»n (1)
In contrast, outputs are not distinguishable by the vari-
ables in X', if two observations exhibit the same values
on the subset, but are associated with different outputs:
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In this case, the output for input x;’ = %’ is ambiguous,
thus introducing inconsistency. In the context of clas-
sification, an inconsistency is defined as "two instances
[...] that are equal when considering only the [variables]
in X’ and that belong to different classes" [MBNO02].
For deterministic models assigning exactly one output
to each input, the ambiguity associated with inconsis-
tencies always results in a modeling error. Consistency
criteria therefore aim at inducing as few inconsistencies
as possible using the smallest possible subset.

3.2 Adapting Consistency to Time Series

In this section, we describe our approach for transform-
ing the concept of consistency into a selection criterion
for multivariate time series data. Each observation (¥, y)
is now associated with a time stamp ¢. If the temporal
order of these observations was ignored, they could be
treated just like tabular data. However, this is not an
option for an analysis of real-world scenarios.

Instead, we focus on dependencies between X and y that
manifest across multiple time steps. In theory, the out-
put value to be predicted at a certain time point might
be affected by any input variable at any earlier time, al-
though the effect of values might be larger for recent
time points. Still, it is not feasible to search this space
due to the huge number of variables and time points
to be considered. Following the idea of consistency as
described for nominal data (Section 3.1), such a depen-
dency can be approached from a different perspective:
inputs are considered as the starting point, whose effect
on the output values at later times is investigated.

Just like before, we consider observations with the same
values on the variable subset. Instead of classes as with
nominal data, we now observe the dependent variable’s
temporal progressions y : [r,7 + ] over intervals [¢,7 + ]
on the output side. Thus, we re-define inconsistency as:

Eltavth :z/(ta) Nf/(th)/\y [ta7ta+l] 7éy [tbath+l]

input comparison

output comparison

3)
Contrary to Equation (2), we consider input similarity
rather than equality, because we cannot expect two ob-
servations to exhibit the exact same numbers for the nu-
merical variables in the subset. Given Equation (3), a
variable subset is said to be consistent if, by means of
the inputs ¥’ specified by the involved variables, dis-
similar output progressions can be distinguished.

3.3 Analysis Tasks

To evaluate a variable subset using the adapted consis-
tency criterion, Equation (3) is applied to multivariate
time series. This is guided by the following questions:

e [nput comparison — are numerical observations sim-
ilar regarding the variable subset?
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e Output comparison — are output progressions asso-
ciated with similar inputs similar as well?

e [nconsistency search — where do outputs progress
inconsistently across the variable subset domain?

o Inconsistency analysis — under which conditions do
they occur? How can they be resolved?

Based on these leading questions, we propose the fol-
lowing tasks to be addressed by our visual technique to
perform one iteration of the feature selection procedure:

T Grouping of input vectors

T, Visualizing outputs for individual input groups
T3 Layouting of visualizations for all input groups
T4 In-depth analysis of inconsistencies

4 VISUAL FEATURE SELECTION

In the following, we present the role of interactive visu-
alization to address the tasks of consistency-based fea-
ture selection as explained in Section 3. They apply to
the subset evaluation and candidate generation in each
iteration of the procedure. Note that the increasing di-
mensionality of the variable subset affects the part of an
observation that we consider as input.

Both input and output comparisons require an under-
standing of similarity. For the input space, we present
a grouping strategy that subdivides the value domain of
a variable subset into disjoint regions of similar inputs
(Section 4.1). The actual challenge lies in representing
the task-dependent understanding of output similarity.
The output progressions for each region are aligned for
visual comparison in a dedicated chart (Section 4.2).
The inconsistency across regions is conveyed by small
multiples arranged in 2D visual space (Section 4.3). Fi-
nally, we provide interaction concepts for in-depth anal-
ysis and elimination of inconsistencies (Section 4.4).

4.1 Grouping

As described in Section 3.2, a variable subset is eval-
uated in terms of its consistency. It involves the accu-
mulation of inconsistencies for all possible expressions
of inputs as occurring in the data. Before we can assess
inconsistencies, we thus need to perform a grouping of
inputs to unique expressions (T).

A straight-forward solution to grouping is an equidis-
tant binning strategy as it is known from histogram gen-
eration. For two or more variables, we use a regular
grid, which corresponds to the Cartesian product of the
individual binnings. The binning resolution can be ad-
justed at any point of the analysis. A finer resolution
represents the input domain more accurately, but might
lead to more regions being empty or containing a statis-
tically insignificant number of time points. Regardless
of the number of variables, the result of grouping are
sets of time points where inputs are highly similar.



Journal of WSCG

ISSN 1213-6972

=<

Figure 2: Visual comparison of output progressions.
Synchronization points mark comparable inputs (left).
The output progressions are cropped and shifted along
the time axis to establish a common baseline (right).

We choose binning as a simple, yet effective solution,
because it does not involve assumptions. Additional
benefits include: /) axis-orthogonal partition bound-
aries are more easily translated into a visual representa-
tion than free-form regions, 2) axis-orthogonal bound-
aries allow for a description of individual regions by
means of value ranges, and 3) it is free of unnecessary
functionality such as maximizing inter-group distances.

4.2 Visualization of Individual Groups

The binning yields a discretization of the variable sub-
set domain according to the similarity of observations.
The purpose of visualization is to expose patterns of
those output progressions that correspond to each group
of similar inputs (T,). To make the progressions com-
parable, we propose the following alignment technique.

Synchronization The synchronization takes inputs that
share common characteristics with respect to the vari-
able subset and aligns the corresponding output pro-
gressions. It is performed in three steps (Figure 2):

1) Find all time points at which the given inputs arise

2) Split the output time series at these points and crop
the sections to an interval length [

3) Shift the cropped sections on top of each other

Comparable inputs arise at different time points #;,
which we call synchronization points (Figure 2, left).
As noted in Equation (3), the outputs to be compared
are the progressions y : [f;,#; + [] that evolve from the
synchronization points onward. Under the premise that
all #; represent a common state, consistent progressions
should be similar in relation to the synchronization
points. We establish a common baseline by shifting
the #; as well as the progressions bound to them along
the time axis, such that the synchronization points are
mapped to t = 0. This is what we call synchronization.
The result is depicted in Figure 2, right.

Synchronization Chart The Synchronization Chart
depicts the output progressions obtained from the
synchronization as an ensemble of line segments (T>).
In contrast to traditional line charts, the time axis
does not represent absolute times but relative to the
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synchronization points. The chart allows analysts to
gain insight into inconsistencies among the output
progressions. What is considered similar may vary
depending on the nature of the data, the application,
and the analysis focus. Providing an adequate visual
representation allows analysts to take advantage of
their visual understanding of similarity.

Figure 3 shows a collection of patterns indicating differ-
ent forms of the relation between a variable subset and
the output variable. The most meaningful patterns to be
observed are highly similar output progressions (Figure
3a) or arbitrary behavior (Figure 3b). These two cover
the entire spectrum from consistency to inconsistency.
Another example are two diverging sets of progressions
(Figure 3c). The common starting point indicates a re-
lation between variable subset and output at least at the
synchronization point. However, the subset seems to be
missing a variable that discriminates between positive
(green) and negative (purple) slope of the progressions.
Another example are contrary behaviors (Figure 3d).
The symmetry of the two groups and the uniformity of
progressions within a group indicate that the variable
subset already captures the output behavior quite well.
The remaining separation of the groups might be done
based on the output values at the synchronization point.

4.3 Layouting

For each non-empty group of inputs resulting from bin-
ning, the synchronized output progressions are visual-
ized in a chart. What is missing for a broad assess-
ment of consistency across the variable subset domain
is a layouting strategy that arranges all charts in an
overview visualization (T3). This strategy needs to
cope with a common problem in the visualization of
multivariate data: an arrangement in 2D visual space
cannot preserve the positions of the groups in nD space.

To perceive how consistently a variable subset captures
the output characteristics, it is more important to ob-
serve the spread of progressions within each group of
inputs than between groups. This allows for a simplifi-
cation of the visualization at two levels: /) the presenta-
tion of charts and 2) their arrangement. For the presen-
tation, we omit axes and labels of the charts to reduce
visual clutter and to address the limited screen space
available for each chart. Regarding the arrangement of
the resulting small multiples, small errors in the repre-
sentation of the topology in n-dimensional subset space
are acceptable, as the focus lies on within-group com-
parisons of progressions. Thus, we trade a non-exact
topology preservation for an efficient arrangement of
charts, meaning simple and not costly to compute.

Finally, the layouting strategy is determined by the
number of variables in the subset. For one or two
variables, the input space can be directly mapped to
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(a) Similar behaviors (b) Arbitrary behaviors

(c) Diverging behaviors (d) Contrary behaviors

Figure 3: Patterns of output progressions convey different notions of consistency: similar progressions indicate
consistency (a), arbitrary output behaviors indicate inconsistency (b), a shared origin indicates consistency at least
at the synchronization point (c), distinguishable behaviors indicate the need for a discriminating variable (c,d).
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Figure 4: Synchronization Charts depict the output pro-
gressions across the value domain of a single variable.
Despite the divergence, similarity indicates consistency.

S

the visual space. For one variable, charts are concate-
nated to a Synchronization Row (Figure 4), represent-
ing the intervals that result from binning. For two vari-
ables, the charts are arranged in a Synchronization Grid
(Figure 5), which corresponds to the regular grid used
for binning. Higher-dimensional subsets require addi-
tional considerations concerning the reduction to the
two-dimensional visual space. The most pragmatic lay-
outing strategy is to use dimension reduction. Even if
the topology of inputs cannot be completely preserved,
a layout based on dimension reduction might help to
steer the analysis in a meaningful way.

4.4 In-Depth Analysis of Inconsistencies

The overview visualization enables analysts to perceive
regions, where output progressions are dissimilar.
However, the mere existence of inconsistencies does
not always indicate an incomplete variable subset. An
inconsistency may occur for two reasons: either /) the
variable subset is missing some relevant variables or 2)
the underlying inputs, too, vary over time. Inconsisten-
cies caused by the latter are considered false positives.
The next step towards a refinement of the variable
subset is to examine the circumstances under which the
inconsistency occurs to eliminate false positives (T4).

Focus Visualization and Brushing To avoid similar-
ity metrics wherever possible, our technique heavily
relies on an interactive definition of what is perceived
as (dis-)similar. Having identified an inconsistency in
the overview visualization, analysts can bring the cor-
responding small multiple to focus. It then turns into
an enlarged Synchronization Chart with axes and labels
for orientation (Figure 5, center). This Focus Plot al-
lows for interaction like zooming, panning, and brush-
ing to investigate output progressions in more detail,
while keeping the variable subset domain as a context.
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Figure 5: 2D variable subsets are visualized by small
multiples in a regular grid. An enlarged chart allows for
in-depth analysis of progressions in a region of interest.

From the detailed exploration, the analyst might have
identified a number of progressions that make up an
inconsistency. To investigate related data characteris-
tics, the corresponding curves are selected. We pro-
vide a line brush (Figure 6a) as well as a rectangular
brush. During analysis, users can flexibly adjust the
mode. Brushing output progressions defines sequences
of absolute time points, on which any further analysis is
focused. In the following, we describe interaction con-
cepts (Figure 6) that allow analysts to explore different
aspects of any perceivable pattern of progressions.

Temporal Context In a Synchronization chart, all out-
put progressions are depicted relative to the synchro-
nization points. An overall temporal context is not
given. For analysts, it requires significant cognitive ef-
fort to build up a mental image of how the depicted
progressions are actually part of the same output time
series. Viewing synchronization points and output pro-
gressions in a temporal context raises awareness for in-
appropriate default choices or inconclusive patterns in
the output progressions that may otherwise be misin-
terpreted. We support analysts by linking brushed out-
put progressions to a line chart with respect to /) the
synchronization points and 2) the actual progressions
(Figure 6b). For 1), markers at the respective absolute
time coordinates in the line chart indicate the synchro-
nization points. For 2), the corresponding sequences of
absolute time points are highlighted in the line chart.

Analysis of Input Variations Some output inconsis-
tencies can be explained by variations of the underlying
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Figure 6: (a) Interaction in the Focus Plot: (b) brushed
sections show in the global time range, (c) a one-row
heatmap depicts the deviation of inputs, (d) brushed in-
puts are shown in histograms for candidate generation.

inputs. To distinguish these false positives from true in-
consistencies, we investigate how the variance of inputs
develops along the relative time points in a synchro-
nization interval. Each relative time point is associated
with a number of absolute time points. We aim at vali-
dating that the input similarity remains unchanged.

This can be performed based on aggregation using the
Variation Indicator. It is a one-dimensional heat map
along the time axis of a Synchronization Chart (Figure
6¢). Color depicts the standard deviation of inputs at
each relative time coordinate. Little and, if any, slowly
increasing deviation indicates that input variation can-
not be accounted for variations in the output. Conse-
quently, any conclusion that is drawn from inconsisten-
cies can be focused on variable subset incompleteness.
The indicator can be consulted at any stage of the anal-
ysis to exclude output inconsistencies that are not nec-
essarily caused by variable subset incompleteness.

Resolving Inconsistencies An inconsistency can be re-
solved by adding a variable that contributes to a sepa-
ration between brushed and non-brushed progressions.
The best candidates are variables whose values differ
exactly where the output progressions differ. For di-
verging progressions, this could be a variable whose
low and high values co-occur with the brushed and non-
brushed progressions respectively. Investigating how
progressions relate to the values of a variable provides
valuable hints on its suitability as additional predictor.

To determine the relation of a candidate variable X, to
a brush, we compare two value distributions:

e Focus distribution: those values of X, that are asso-
ciated with the brushed observations

o Context distribution: those values of X, that are as-
sociated with all observations depicted in the cell

If the shape of the focus distribution follows that of
the context distribution, candidate variable and brushed
progressions are considered independent (Table 2, left).
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Table 2: Visually assessing the relation of a variable to

a brush. Similar distributions indicate that there is none
(left). Large differences suggest that the variable sepa-
rates brushed from non-brushed progressions (right).

Relating inconsistencies to the value characteristics of
a candidate variable is supported by depicting the value
distributions in a histogram (Figure 6d). If the focus
distribution highly differs from the context distribution
(Table 2, right), this indicates that the candidate vari-
able is related to the brushed progressions. It means that
the variable carries significant potential to separate the
brushed progressions from the rest. Including it into the
current variable subset might lead to a better discrimi-
nation of the output, thus increasing the consistency.

5 PROOF OF CONCEPT

We outline the benefits and limitations of our technique
by performing one feature selection iteration using two
different multivariate time series data sets. This proof
of concept illustrates what can be learned from visual-
izations and interaction at each stage of the work flow.
It aims at demonstrating the potential of visually per-
ceived consistency as a model-agnostic criterion.

5.1 Real-World Meteorology Data

Meteorologists study weather events and climate trends
to explain how the atmosphere affects the earth and to
predict future weather developments. To investigate the
effects of radiation and weather measurements on the
temperature, we use data of the Baseline Surface Radi-
ation Network [Beh11]. The data set shown in Figure
1 contains temperature, humidity, air pressure, and ra-
diation measurements from August 2003, when Europe
experienced an exceptionally hot summer.

Temperature is defined as the output variable. An initial
variable subset is determined from visual exploration of
line charts. We observe a negative correlation between
temperature and humidity (Figure lc, top). Further-
more, we notice that shortwave-downward radiation is
also related to the temperature (Figure 1c, bottom). Ac-
cording to the domain experts, this relation can be ex-
plained with cloud-cover vs. clear-sky conditions.
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(a)
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Figure 1a shows the temperature progressions evolving
from different combinations of shortwave-downward
radiation and humidity within an interval of about
six hours. The progressions do not behave arbitrarily,
exhibiting an overall consistency across the domain.
However, there are also regions of inconsistency
exhibiting two distinguishable behaviors (Figure 1b).

Adding a third variable that separates these two types
might significantly increase the explanatory power of
the current variable subset. Based on the suggestions of
the domain experts, we consider longwave-downward
radiation and station pressure as candidates. For in-
depth analysis, we brush one of the two separable sets
of temperature progressions (Figure 1b). For the tem-
poral context, the brushed sections and the synchroniza-
tion points are highlighted in the line charts (Figure 1c).

Given the brushed set of temperature progressions, the
histograms for longwave-downward radiation and sta-
tion pressure show the corresponding focus distribu-
tions in dark-gray, while context distributions are de-
picted in light-gray (Figure 1d). The differences be-
tween focus and context distributions regarding shape
and domain coverage in either histogram indicate that
both candidate variables are related to the brush. Sta-
tion pressure even achieves a perfect discrimination of
the temperature behaviors (Figure 1d, top). It is there-
fore a promising variable to refine the variable subset.
According to the experts, station pressure reflects the
weather conditions connected to the atmosphere, thus
relating to temperature beyond the daily periodicity of
measurements. This confirms our findings.

Note, that these conclusions are drawn from analysis of
a small part of the variable subset domain. An outlook
of the consistency of the newly generated variable sub-
set could verify the choice before proceeding with the
next iteration of the feature selection.

5.2 Real-World Car Sensor Data

We also applied our technique to sensor data from the
automotive domain. The data was acquired in the con-
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Figure 7: A feature selection iteration given a 2D variable subset. An overview of the input domain (a) underlying
the Synchronization Grid (b) supports the perception of consistency. Increasing the resolution for an inconsistent
region hints at the most critical cell (c). The search for additional predictors is driven by distinguishable sets of
output progressions (d). Histograms suggest that RTA_il might increase consistency when added to the subset (e).

text of vehicle dynamics simulation [Unt13]. Due to a
malfunction, the values of the slip angle sensor needed
to be expressed by a subset of the remaining sensors.

Based on their domain knowledge, the experts sug-
gested two variables to start the analysis with: yaw rate
and velocity. To gain an overview of their value do-
main, we first take a look at clusters, empty regions,
and outliers in a scatter plot (Figure 7a). A first notion
of how the output variable behaves across this domain
is conveyed in a Synchronization Grid with an initial
binning resolution of 5 x 5 (Figure 7b). Despite a low
level of detail, analysts can identify whether output pro-
gressions follow certain patterns or behave arbitrarily.

The analysis is driven by regions where output progres-
sions are dissimilar, indicating that — at least for this
particular part of the domain — the initial variables do
not yet consistently capture all output characteristics.
To fix this, we need to investigate the circumstances un-
der which the inconsistency occurs. The drill-down to
the most critical cell for detailed analysis requires an
increased the grid resolution (Figure 7c).

Adding the variable that most effectively separates the
depicted output behaviors might increase the discrimi-
nating ability of {yaw rate,velocity}. Based on domain
knowledge or prior findings, candidate variables have
been identified. To verify their suitability as additional
predictors, we examine their relation to the brushed out-
put progressions (Figure 7d, top) and the entirety of
curves (Figure 7d, bottom) as described in Section 4.4.

For the first variable, the value distribution associated
with the brush clearly deviates from the overall distri-
bution (Figure 7e, left), not only in shape but also in do-
main coverage. Its separating ability makes it a promis-
ing variable to be added to the current variable subset.
In contrast, the value distribution of the second variable
is only marginally influenced by brushing the subset of
output progressions (Figure 7e, right). This suggests
that it does not provide separating potential and is thus
unsuitable as a predictor. Still, such conclusions need
to be verified in collaboration with domain experts.
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6 DISCUSSION

The most important benefit of our visual feature selec-
tion technique is its generality. After selection, the typ-
ical decisions to be made for modeling, e.g. model type
and parameters, are still available for disposition. In
the common case that a model cannot be specified in
advance, it provides a meaningful selection of variables
rather than searching among different combinations of
models and variable subsets in an exhaustive manner.

Unlike most forecasting methods, the proposed crite-
rion does not consider historical patterns on the input
side, which might significantly enhance the prediction
of output progressions. We plan to address such an ex-
tension to the model-agnostic time series criterion in
our future research. This might also involve considera-
tions concerning an application to streaming data.

Due to its generality, our technique can be applied to
any feature selection task involving multivariate time
series. To convey the essential idea of our proposed
criterion, we informally evaluated it by means of use
cases from the meteorology and automotive domain.
The proof of concept showed that, for one iteration,
the technique effectively supported the subset evalua-
tion and candidate generation. However, the limitations
of our technique, in particular compared to alternative
methods, need to be examined by a further evaluation.

While the proof of concept in this paper refers to the
meteorology and automotive domain, preliminary tests
with artificial data sets also resulted in useful findings.
Even though the variable subset had been initialized
with distracting variables, the true predictors could be
identified in the further course of the feature selection.
However, the technique did not produce the minimum
subset. The uncertainty about the optimality of the so-
lution is a limitation of virtually all heuristic approaches
and our work is no exception.

To fully exploit the multivariate nature of our proposed
time series criterion, the input grouping and chart lay-
outing, too, should be multivariate. The Cartesian prod-
ucts of individual variable binnings used for grouping
might result in empty or extremely dense regions that
impair a statistical analysis of inconsistencies. Addi-
tionally, similar inputs might end up on two sides of
an interval boundary. Both could be avoided by using
adaptive grouping approaches that flexibly determine
interval boundaries according to an objective function.
The chart layouting is a more challenging task. In prin-
ciple, any deterministic layout allows for assessing the
consistency of a variable subset, even if charts are posi-
tioned randomly. However, a topology-preserving lay-
out allows to associate perceived inconsistencies with
the depicted portion of the variable subset domain. Ap-
proaches like dimension reduction could be combined
with force-directed layouts to prevent overlaps. Al-
though our pragmatic strategies could be considered as
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a limitation for now, both components, the grouping
and the layouting, are open to any (not yet realized)
scalable technique that suits the data and analysis best.

7 CONCLUSION & FUTURE WORK

In this paper, we presented a visual-interactive
consistency-based feature selection technique for
multivariate time series data. A key benefit of our
technique is the purely model-agnostic evaluation of
the combined quality of a variable subset. The criterion
is solely based on the input-output characteristics
reflected in time-dependent observations. It describes
how consistently the subset captures these charac-
teristics. The comparison of temporal progressions
necessary for that purpose is solved visually to avoid
uncertain assumptions about the nature of the data.
Small multiples depict progressions that evolve from
comparable inputs across the variable subset domain.
An input grouping and layouting strategy present the
charts in a way that allows for a detailed analysis
of inconsistencies, working toward a refinement of
the variable subset under consideration of previous
insights. This is supported by interaction concepts that
allow analysts to focus on findings, contribute their
domain knowledge, and exclude false positive consis-
tencies. Our technique is applicable as a preparatory
step to any modeling task involving multivariate time
series, in particular when decisions about the model
specification shall be postponed.

We identify several directions for future work. The
pragmatic approaches to grouping of inputs and lay-
outing of charts could be extended by more scalable
techniques to achieve a better representation of higher-
dimensional variable subsets. A search strategy dedi-
cated to work with our proposed criterion might pro-
vide a valuable contribution to reaching the goal of a
minimal variable subset inducing the fewest possible
inconsistencies. The strategy might also involve user
guidance in the form of a ranking of recommended ad-
ditional predictors. Finally, we plan to examine the
potential of our technique for the validation of exist-
ing forecasting models as well as for data quality con-
trol. Inconsistencies regarding inputs and model out-
puts might indicate unsuitable parameter choices or an
incomplete variable subset, and thus indicate a ques-
tionable model. Inconsistencies might also hint at low
data quality, e.g. implausible spikes. In the case of
missing data, our technique might help to impute val-
ues that are consistent with the observed data.
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