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NUMERICAL SOLUTION OF SYSTEMS OF SINGULARLY
PERTURBED DIFFERENTIAL EQUATIONS

T.LINSS! AND M. STYNES?

Abstract — A survey is given of current research into the numerical solution of time-
independent systems of second-order differential equations whose diffusion coefficients
are small parameters. Such problems are in general singularly perturbed. The equa-
tions in these systems may be coupled through their reaction and/or convection terms.
Only numerical methods whose accuracy is guaranteed for all values of the diffusion
parameters are considered here. Some new unifying results are also presented.
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1. Introduction

Systems of linear reaction — convection — diffusion equations (where reaction or convection
terms, but not both, may be absent) appear in various applications. For example, the
Oseen equations, which arise when using a fixed-point iteration to solve the Navier-Stokes
equations written in velocity-pressure form, are a convection — diffusion system; while a
linearization of the Navier-Stokes equations written in rotation form will yield a reaction —
diffusion system. For large Reynolds number (i.e., small viscosity coefficient) these systems
are singularly perturbed.

A search of the research literature shows that since 2003 there has been a surge of interest
in numerical methods for reaction — convection — diffusion systems. Several papers prove
convergence results that are uniform in the singular perturbation parameter(s). Convergence
results of this type are the focus of this survey. Only stationary problems are considered
here. As well as summarizing the current state of knowledge in this area, we also prove some
new results that unify previously published analyses.

Let ¢ > 2 be an integer. Let  be a domain in R or R2. Let ¢;, for i = 1,...,/, be a set
of parameters that satisfy 0 < ¢; < 1 for all 7. (In some cases below we shall take ¢; = ¢ for
all 7.) Consider the system of ¢ reaction — convection — diffusion problems

Lu:=—diag(e)Au—B-Vu+Au=f in Q, ul|pn=g. (1.1)

where B = (B,, B,) with matrix-valued functions A, By, By : Q — R, and vector-valued
f.u:Q — RY Here A, B, f and g are given while w is unknown.
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We divide (1.1) into three subclasses:

(1) reaction — diffusion: —diag (e)Au + Au = f;

(i7) weakly coupled convection — reaction — diffusion: —diag (¢)Au — diag (b) - Vu +
Au = f;

(i) strongly coupled convection — diffusion: —diag (e)Au — B - Vu + Au = f.

It will be seen later that each subclass has its own peculiarities. Further assumptions on
the data will of course be required; these will be stated as needed later.

We restrict our considerations to linear problems. Using standard linearization techniques
the results can be generalized to certain classes of quasilinear and semilinear problems.

All published convergence results that are uniform in the perturbation parameters are
at present confined to methods that apply special layer-adapted meshes — e.g., those of
Bakhvalov and Shishkin types — to these problems. Thus we shall confine our attention to
methods that use such meshes.

Our focus is on robust numerical methods that converge in the discrete maximum norm,
uniformly in the parameters ¢4, ..., &y. Such methods are said to be uniformly convergent in
this paper.

Notation. Vectors are assumed to be columns. The superscript ' means transpose.

We write || - ||oo for the maximum norm on C(Q). If v = (vy,vy,...,v)" is any vector

function in C(Q)¢, set ||[v]|w = max, |vi]|oo- On any mesh w, the discrete analogues of these
=1,

norms are denoted by || - || w-
Let wy : 0 =29 < 1 < x9--- < xxy = 1 be an arbitrary mesh on the interval [0, 1].
The set of interior mesh points is wy = {x1,22,...,2n_1}. Set h; = x; — x;_1 and h; =

(hi + hiy1)/2 for each z;. Given an arbitrary mesh function {v;}¥, define the difference
operators

- Vit1 — U; U — Vi1 Vns — Vit1 — Vs
xe — 7 re — T 1 > T — T £
hi hi

’ hita
Let R)*! denote the set of all mesh functions that vanish at z, and zy.

For any function g € C[0, 1] and each x; € wy we set g; = g(z;); if g € C[0,1]* then set
g; = Q(xz) = (91,1‘7 e 7g€,i)T'

Finally, C' denotes a generic constant that is independent of all small diffusion parameters
and of any mesh; it can take different values at different places in the paper.

2. Reaction — diffusion problems in one dimension

2.1. Scalar problems. Before investigating systems of reaction — diffusion equations that
are posed in one dimension, we remind the reader of the main properties of a single equation
of this type. Consider the singularly perturbed reaction — diffusion two-point boundary
value problem

Lu:=—e*"+ru=f in (0,1), u(0)=u(l)=0, (2.1)

where 0 < ¢ < 1, and r, f € C?(0,1] with r(x) > 0%, 0 > 0 for z € [0,1]. Note how here and
subsequently we use £? instead of € as the diffusion coefficient when discussing reaction —
diffusion problems; this is to simplify the notation, since the analysis of such problems
is expressed most naturally in terms of the square root of the diffusion coefficient. The
solution of (2.1) typically exhibits a boundary layer of width O (eIn1/¢) at each endpoint of
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the domain. More precisely, the following bounds for u and its lower-order derivatives can
be shown using the techniques from [27, Chapter 6]:

’U(z) (37)’ <C {emin{o’%e} + e femeo/e ¢ efeefg(l’x)/s} for £=0,...,4. (2.2)

Let (2.1) be discretized on the arbitrary mesh wy by the central difference scheme

[LuNL = —62ué\g;i +r(z)ul = f(x) for i=1,...,.N—1, u) =ul =0, (2.3)
where the discrete solution is u)’, uy, ... u¥.

2.1.1. Stability. It is well known (see, e.g., [31,32]) that (2.1) satisfies the following
comparison principle:

Lemma 2.1. Let v,w € C?*(0,1) N C[0,1]. Then

Lv>Lw in (0,1),

v(0) = w(0), (1) = w(1) } — wv=>w on [0,1].

As the matrix associated with (2.3) is easily seen to be an M-matrix, it follows that the
discrete problem enjoys a similar property:

Lemma 2.2. Let v,w € RN*! Then

[Lv], > [Lw], for i=1,...,N —

1
’ = v, 2w; for i=0,...,N.
Vg 2 Wy, UN 2 WN

To investigate the numerical method, the most effective approach is to work with con-
tinuous and discrete Green’s functions. Let G be the Green’s function associated with the
differential operator £ and the point £ € (0,1). Then — see [4,12,15] for a detailed deriva-
tion — one has

1 1 1
g >0, /r<r9><a:>\da:<1, /19'<x>|da:<§, /\9/’<x>\dw<f—2. (2.4)
0 0 0

For the discrete analogue G of G that is associated with the difference operator L and a mesh
node £ € wy, one has

N-1 N 1 N-1 9
G; > 0, ZZI h; ’TiGi‘ <L ZZI ’Gm’ < 6—9, - ’Ga&f;i’ < ? (2-5)

These bounds imply for example that
vl < ||Lv/r]|l,, forall v e C?[0,1] with v(0) = v(1) =0 (2.6)

and
[Vl < N1L0/7|l o, forall ve RO,

2.1.2. Error bounds. Various error bounds are given in the literature for the solution of
(2.3). The most general of these [15] invokes (2.5) to prove that

Hu — uNHOO@N < CYpgc(wn)? (2.7)
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where
Ty
Vrage(wy) == max / [14 e teme/(2e) 4 gtemell=m)/ ()] gy,
k=1, ,N—1
Tp_1

Furthermore, one can derive an a posteriori bound [12,19] by appealing to (2.4):

2

B
<2 max —Y|g; max
oo S 2, 8 |qz\+i

Ml X\ 127

h; 1
HU_U |Qi_Qi—l‘+EHq_qIH

~1eN 208

00,w

where ¢ := f — ru®.

2.1.3. Mesh construction. We now concentrate on special meshes that are designed
specifically for (2.1). Such meshes will — partly or completely — resolve the boundary
layers appearing in u in order to attain convergence bounds for (2.3) that are uniform in
the singular perturbation parameter €. Our exposition begins with the Bakhvalov mesh
then continues with the more recent Shishkin mesh, which is simpler but yields less accurate
computed solutions.

Bakhvalov meshes [7] for the discretization of (2.1) are constructed as follows. Choose
parameters ¢ € (0,1/2) and o > 0; here ¢ is (roughly) the ratio of the number mesh points
used to resolve a single layer to the total number of mesh points, while o determines the
grading of the mesh inside the layer. Away from the layer an equidistant mesh in z is
used. The transition point 7 between the graded and equidistant portions of the mesh is
determined by the requirement that the resulting mesh generating function ¢ is C1[0,1].
That is, define

oe 19
x (& ::——ln(l——) for €€ |0, 7],
(&) 3 . [0,7]
PO =7 =x(D) +X(M)(E-7) for §€lr1/2),
1—p(1—¢) for ¢ € (1/2,1],
where the transition point 7 must satisfy the nonlinear equation
1 —2x(7)
/ N
X (7_) - 1 — 27_ ’
which cannot be solved exactly. The mesh points are then defined by x; = ¢(i/N) for
1 =0,...,N. The mesh generating function and the Bakhvalov mesh are shown in Figure 2.1.
£=1/2
(§)
. q =1
& x(€)
3
a=x(T) x=1/2 2=0 z=1

Fig. 2.1. Bakhvalov mesh: the mesh generating function (left) and the z-mesh generated (right)
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Alternatively, the Bakhvalov mesh can be generated [14] by equidistributing the function
Mpa(z) = maX{l Kelemeor/eo, Kgflefgufx)/w}

with positive constants K and o, i.e., the mesh points z; are chosen such that

/MBa /MBa )dz  for all i.

The parameter K determines the number of mesh points used to resolve the layers. For the
Bakhvalov mesh w¥ we have

Drae(wh) KCN if o > 2,

because fol Mp,(z)dx < C.

Shishkin meshes [27,33] appear often in the research literature because of their relative
simplicity — they are piecewise equidistant. Let ¢ € (0,1/2) and o > 0 be mesh parameters.
Many authors simply take ¢ = 1/4. Set

T:min{q, J—6111]\7}.
0

Assume that ¢N is an integer. Then the Shishkin mesh wy for problem (1.1) divides each of
the intervals [0, 7] and [1 — 7, 1] into ¢N equidistant subintervals, while [r, 1 — 7] is divided
into (1 — 2¢)N equidistant subintervals. Figure 2.2 depicts a Shishkin mesh for (2.1) with
32 mesh intervals. For this mesh it is straightforward to show that

ﬂrds(wN) CN'InN ifo >

In the above estimates for 9,4, on the Bakhvalov and Shishkin meshes, the constants C'
increase slowly with o, so in practice ¢ is not chosen larger than the theory demands —
recall that by (2.7) the error in the computed solution is bounded by C¥,4.(wx)?*.

Fig. 2.2. Shishkin mesh for scalar reaction — diffusion problem

2.2. Systems of reaction — diffusion equations. We now leave the scalar equation
(2.1) and move on to systems of equations of this type.
2.2.1. The continuous problem. Find u € (C%(0,1) N C[0,1])" such that
Lu:=—FE*u" +Au=f in (0,1), u(0)=u(l)=0, (2.8)

where E = diag (¢y,...,&,) and the small parameter ¢ is in (0,1] for k = 1,...,¢. We set
A = (a;;) and f = (f;). Written out in full, (2.8) is

_5%1/1, +ayuy + apuy + -+ agu, = f; in (0,1), u,(0) =

U
_5§u/2/ + AgyUy + Agoliy + -+ -+ ageu, = fy in (0,1), uy(0) = uy(1) =

—juy + gy + gty + -+ agu, = f, in (0,1),  u,(0) =u,(1) = 0.
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Stability. Assume that all entries a;; of the coupling matrix A lie in C[0, 1] and that A
has positive diagonal entries. Assume likewise that all f; lie in C[0,1]. Our analysis follows
that of [23] and is based on the stability properties of Section 2.1.

For each k, the k" equation of the system (2.8) can be written as

4

2.1 o
—Ej Uy + Qg = fi, — Z Ao Uy -
m=1
m#k

The stability inequality (2.6) and a triangle inequality then yield

14

Agm Tk
Ukl — — Un |l S || 2.9
[ e S P (2:9)
m#k
Define the ¢ x ¢ constant matrix I' = I'(A) = (v;;) by
Qi . .
Vi =1 and ;= —||— for i # j. (2.10)
i || oo
Suppose that I' is inverse-monotone, i.e., that I' is invertible and
r'>o (2.11)

this can often be verified by using the M-criterion [32]. Then (2.9) gives immediately a
bound on ||u||o in terms of the data A and f and one obtains the following stability result
for the operator L:

Theorem 2.1. Assume that the matrix A has positive diagonal entries. Suppose also
that all entries of A lie in C[0,1]. Assume that T'(A) is inverse-monotone. Then for
1=1,...,¢ one has

(Lv),

—1
T

[vill oo <

¢
k=1 o0

for any function v = (vy,...,v,)T € (C2(0,1) N C[0,1])" with v(0) = v(1) = 0.

Corollary 2.1. Under the hypotheses of Theorem 2.1 the boundary value problem (2.8)
has a unique solution u, and |ul| < C'||f||,, for some constant C.

Remark 2.1. Thus the operator £ is maximum-norm stable although in general it is
not inverse-monotone — the hypotheses of Theorem 2.1 do not in general imply that (2.8)
obeys a maximum principle.

Remark 2.2. The obvious analogue of the stability inequality (2.6) is also valid for
scalar reaction — diffusion problems posed in domains €2 lying in R for d > 1. Consequently
Theorem 2.1 holds true also for reaction — diffusion systems posed on 2 C R¢ with d > 1.

Remark 2.3. Most publications in the literature [9,22,24-26, 38] assume that on each
row of the coupling matrix A one has a;; < 0 for i # j and }_;a;; > « on [0, 1] for some
positive constant «. These properties imply that A is an M-matrix and the operator L
obeys a maximum principle. It follows (use the M-criterion with a constant test vector) that
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the matrix I'(A) is also an M-matrix. Thus the stability result from [23] that is stated in
Theorem 2.1 above is more general than the stability results in these publications.
In [7,9] the coupling matrix A is assumed to be coercive, viz.,

v' A(x)v = p*v v forall v € R and z € [0,1], (2.12)

where p is some positive constant. The following new result, which slightly generalizes [37],
establishes a connection between (2.11) and (2.12).

Theorem 2.2. Assume that A has positive diagonal entries and that T' is inverse-
monotone. Then there exists a constant diagonal matriz D and a constant o > 0 such
that

v DA(z)v > av'v  forall veR’ z€|0,1],

e., the matriz DA 1is coercive uniformly in x.

Proof. As T™! exists, one can define y,z € RE by 'y =1and 'z =1. Then T"! > 0
implies that y; > 0 and z; > 0 for ¢ = 1,..., (. Define the matrix-valued function G = (g;;)
by gij(z) = zia;(x)y; for all i and j. Observe that both G and G'" are strictly diagonally
dominant:

gn Z |gm &n )Z’L {yz - Z

JF

gn Z |g]z &n )yz {Zz - Z

JFi

y} = a;(x ZZZ”y”yJ a;i(z)z; >0,
} - &n yz Zﬁ)/]zz] au yz > 0.

Thus (G + G')/2 is strictly diagonally dominant and symmetric. Hence there exists a
constant 4 > 0 such that

G+G'

v Guv=v' G v=0v' 5

v > ﬂvT'u for all v € R,

Define the diagonal matrix D = (d;;) by d;; = z;/y; for all i. Then

2
v' DA(z)v = Zduazﬂh% = Zg” Ui U] > ﬂz (UZ) > ava.
2,] %

O

Remark 2.4. Our proof of Theorem 2.2 remains valid for reaction — diffusion problems
posed in Q C R? with d > 1.

Remark 2.5. As multiplication on the left by a positive diagonal matrix neither changes
the structure of (2.8) nor alters I'(A), Theorem 2.2 implies that, without loss of generality, if
A has positive diagonal entries then whenever (2.11) is satisfied one can assume that (2.12)
holds true also. Thus the hypothesis that (2.12) alone holds true is more general than an
assumption that (2.11) is valid, but the only analyses [7,9] that are based solely on (2.12)
are restricted to the special case €1 = g9 = - -+ = &; see Section 3.
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Derivative bounds and solution decomposition. Let the coupling matrix A(z) be strictly
diagonally dominant for all € [0,1]. Then A has positive diagonal entries and there exists
a constant J such that

14

2

k=1
ki

Ak

<B<1 for i=1,...,0 (2.13)

oo

0

An application of the M-criterion with a constant test vector shows that I'"* > 0. Define
k= k(B) >0 by

2 . .
i7 = (1= ) min - min a;i(z)

For arbitrary € € (0,1] and 0 < = < 1, set
Bg(iﬂ) — efmc/s + efn(lfx)/s‘

For simplicity in our presentation we assume that

K
g1 <<~ <g and 5£<1§

the first inequality can always be achieved by renumbering the equations while the second
provides a threshold value for the validity of our analysis.
The next result generalizes (2.2).

Theorem 2.3 [23]. Let A and f be twice continuously differentiable. Then the solution
u of (2.8) can be decomposed as u = v + w, where v and w are defined by

—E*v" + Av=§f in (0,1), wv(0)= A(0)"'f(0), w(1)=A(1)"'F(1),

and
~E*w” + Aw=01in (0,1), w(0)=—-v(0), w(l)=—v(l).

For all x € ), the derivatives of v and w satisfy the bounds

vy SCOA+EF) for k=0,1,...,4 and i=1,....L,

¢
‘wl(k)(x)‘ <025;k35m($) for k=0,1,2 and i=1,...,¢,

and

7

¢
‘w(k)(x)‘ < Ce? Z e 2B, (v) for k=34and i=1,..., 1.
m=1

The bounds of Theorem 2.3 say that each component u; of the solution u can be written
as a sum of a smooth part (whose low-order derivatives are bounded independently of the
small parameters) and ¢ overlapping layers, though the full effect of these layers is manifested
only in derivatives of order at least 3.

Figure 2.3 displays a typical solution in the case ¢ = 2. The first plot shows the two
components on the entire domain [0, 1]; all that is apparent is that each component has
layers at + = 0 and z = 1. The second plot is a blow-up of the layer at x = 0 (the layer at
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x = 1 is similar) and we observe that while us has a standard layer, the layer in u; appears
to have a kink close to x = 0. Consequently a third plot is provided, which zooms further
into the solution at x = 0, and now it is clear that the layer in u; is a sum of two separate
layers — exactly as predicted by Theorem 2.3. This theorem also forecasts that us has no
such visible behaviour, since interactions between layers in us appear only in the third-order
and higher derivatives, and these are not easily noticed on graphs.

0.5r -

Fig. 2.3. Overlapping layers in a system of two 0
reaction — diffusion equations x10°

2.2.2. Mesh construction. The presence of multiple layers in the solution u at each end
of the interval [0, 1], as revealed by Theorem 2.3, forces us to generalize the layer-adapted
mesh constructions of Section 2.1.3 by refining the mesh separately for each layer. That is,
when approaching an end-point of [0, 1], one requires a fine mesh that undergoes a further
refinement as one enters each new layer in w. Thus Bakhvalov meshes for (2.8) can be
constructed by equidistributing the monitor function Mp, defined by

MBa(t) ‘— max {17 ﬁefnt/o%l’ ﬁefn(lft)/aslj e &efﬁt/azs[’ &en(lt)/asg}
€1 €1 € €

with positive user chosen constants ¢ and K,,.
Shishkin meshes for problem (2.8) are still piecewise equidistant, but now each layer in
u requires its own fine mesh. They are constructed as follows. Let N, the number of mesh
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intervals, be divisible by 2(¢ 4 1). Let ¢ > 0 be arbitrary. Fix the mesh transition points 7
by setting

kTiy1 oy

]C—i—l’?lnN} fork=+¢,...,1, and 75=0.

Tor1 = 1/2, 1 = min{

Then the mesh is obtained by dividing each of the intervals |7y, 7, 41] and [1 — 741, 1 — 73],
for k=0,...,¢, into N/(2¢ + 2) subintervals of equal length. Figure 2.4 depicts a Shishkin
mesh with 24 mesh intervals for a system of 2 equations.

Ll
L

l
T T T I T T T I
Fig. 2.4. Shishkin mesh for system of 2 reaction — diffusion equations

2.2.3. Finite difference approzimation. We consider the discretization of (2.8) by stan-

dard central differencing on meshes wy that for the moment are arbitrary. That is, we seek
ul e (]Révﬂ)e such that
[Lu]. = —diag (E)*ul, + A(z;)u) = f(z;) for i=1,....,N—1 (2.14)

i TT;1

Stability. By imitating the argument of Theorem 2.1 and appealing to Lemma 2.2, one
gets the following stability result:

Theorem 2.4. Assume that the matrix A has positive diagonal entries. Suppose also
that all entries of A and components of f lie in C[0,1]. Assume that T'(A) is inverse-
monotone. Then fori=1,...,0 one has

14

villsomy < D (T,
k=1

(Lv),

QL

for i=1,...,¢,

00,WN

for any mesh function v € RY ™.

Error analysis. Let n := u — u” denote the error of the discrete solution and 7 := Ln
the truncation error. We decompose the solution error as n = ¢ + 1), where the components
; and v; of ¢ and 1) respectively are the solutions of

2 _ _ 2 " _ _
—E€iPizs T Q0 = T, = —€; (uzxaz - uz) on wn, ;0= YN~ 0
and
¢
2 _ _ _
—&; wi,ﬁ; + a0, = — E QM ON W, %,0 = %,N =0.
k=1
ki

Assume that the matrix I'(A) is inverse-monotone. Then for each ¢ one has

1728 [ oo 2
o0

¢
Inillsoan < Iilloosy + 1¥illcay < loillocay + D
k=1

ki

Qi
A5
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by (2.6). Gathering together the 7 terms and invoking the inverse-monotonicity of I'(A),
we get

=]

00,@N ~ ||(P||oo7(I)N'

Each component ¢; of ¢ is the solution of a scalar problem and can be analysed using stan-
dard techniques. In [23, §3.2] the derivative bounds of Theorem 2.3 and the estimates (2.5)
for the discrete Green’s function are used to deduce the following result:

Theorem 2.5. Let the matriz A be diagonally dominant. Then the error in the solution
of (2.14) satisfies

H’U, - uNHoo,wN < Oﬁrd(WN)2,
where
Tk
Vpa(wn) = max / (1 + 25_1325 (t) ) dt.
Tk—1

Corollary 2.2. (Convergence on layer-adapted meshes) If o > 2, then

— |, <
Hu u 00,W N o

CON—2 for Bakhvalov meshes,
CN—2In*N for Shishkin meshes.

Remark 2.6. An alternative analysis based on comparison principles with special bar-
rier functions was used in [22,25,26]. This technique has the more restrictive condition that
A be an M-matrix and up to now has been applied successfully only to Shishkin meshes. [

By interpreting the components of u¥ as piecewise linear functions, one can conduct an
a posteriori error analysis that combines the analysis from [12,19] with Theorem 2.1 to give

V4 12 1
. | hilaws — i [lox — il
R N B e e 2 |

where

@G =T — Z&kz/uljjv and o, = m[g)fh g (T )1/2-
v=1

2.2.3. Finite element methods. Linear finite elements for the discretization of a system of
two equations were first considered in [21]. Here we summarize the more general theoretical
results for (2.8) from [20]. See also [40] for numerical results.

Assume that the coupling matrix A has positive diagonal entries and satisfies (2.13). By
virtue of Theorem 2.2 we can then assume without loss of generality that A is coercive:
v Av > p?v v for all v € RY, where p is a positive constant.

Consider the weak formulation of (2.8): Find w € H}(0,1)* such that

B(u,v) = F(v) forall »e H}0,1)", (2.15)
with

¢ ¢ ¢ ¢
2 (
B(u,v) :E e (uy vl —1—5 E (amiwi, vy) and  F(v E (fim> Um),
m=1

m=1 m=1 i1=1
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where (v, w) = fol vw is the standard scalar product in Ls(0, 1).
The natural norm on H}(0,1)¢ that is associated with the bilinear form B(:,-) is the
energy norm ||| - ||| defined by

l l
2 2
wlll? = en lvalt +u2I0lle ol =D lomllf,
m=1 m=1

where p? is the coercivity constant, ||v]jo := (v,v)!/? is the standard norm on Ly(0,1) and
[v]y := [|v/]|o is the usual H' seminorm.
The bilinear form B(,-) is coercive with respect to the energy norm, viz.,

[|v]||*> < B(v,v) forall ve H}(0,1)"

If f € Ly(0,1)" then F is a bounded linear functional on Hg(0,1)*. Consequently (2.15) has
a unique solution uw € HZ(0,1)".

Given an arbitrary mesh @y on [0, 1], let V' C Hj(0,1) be the space of piecewise linear
functions on wy that vanish at z = 0 and z = 1. Then our discretization is: Find uV € V*
such that

B(u",v) = f(v) forall ve V"

Let u' be the piecewise linear nodal interpolant to w on the mesh @y. Then [20] one
can show that

lw — u'llo < C¥ra(wn)® and  |[Ju —u'[]] < CVpa(wn),
and furthermore, the discrete solution satisfies the uniform error bounds
I = ulo + [llu" = w™]| < CVra(wn)* and [|lu—u™||| < CYralwn).
When the mesh parameters satisfy ¢ > 2, these inequalities imply that
|u—u|o+ [[uf —u™||| <O(N'InN)? and ||jlu—uV|||<CN'InN

on the Shishkin mesh, and the Bakhvalov mesh gives a similar result without the In N factors.

3. Reaction — diffusion systems in two dimensions

In this section we examine reaction — diffusion systems that are posed on the unit square.
Recall that Theorems 2.1 and 2.2 hold true for systems of this type. Compatibility conditions
at the corners of the domain will play a role in the general analysis.

3.1.1. One parameter. Consider first, as in [8,9], a system of ¢ equations where the same
small diffusion parameter € appears in each equation. That is, the problem is

Lu:=—<c*Au+Au=F onQ:=(0,1)>, w=g on I, (3.1)

where e € (0,1], A:Q — R f:Q — R and g: 00 — R’ As usual it is assumed that
all data of the problem are continuous functions. We shall present here a unified analysis
that includes the results of [8] and [9] as special cases.
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3.1.2. Stability. Assume that a diagonal constant matrix D = diag (dy1,. .., dy) exists
with d;; > 0 for all 7 and a constant p > 0 such that

v DAv > IUQ’UT’U in Q forall veR. (3.2)

Under this hypothesis it is not true in general that the system (3.1) satisfies a maximum
principle.

Remark 3.1. In [8], which generalizes the one-dimensional analysis of [7], the authors
analyse the case D = I. In [9], the coupling matrix A is assumed to be a strictly diagonally
dominant M-matrix, so Theorem 2.2 ensures that (3.2) is satisfied. O

We now extend the analysis of [7,8] by showing that it remains valid under the more
general hypothesis (3.2). Set 6% = max d;;. For any closed and bounded Q C R? and any

i=1,...,
z € C(Q)", set

2]l = sup }zTDzll/Z :
Q

This defines a norm on C'(Q)".
Lemma 3.1. Let w € C*(Q)*NC(Q)". Then

]l < max{ 0% [ Lawl, ]y}
Proof. Set ¢ = w' Dw/2. Observe that 2¢ < é*w'w on Q and
—w' ' DAw = —Ay¢ + 0,w' DO,w + d,w  DI,w > —Agp.

Taking the scalar product of Dw with —e2Aw + Aw = Lw and using the coercivity of
DA, we get

242

—*Ap +

Hence, by the standard maximum principle for scalar problems,

s Lo
ol < max{ 57w DLw|_, §lwlia}-
It follows from the Cauchy-Schwarz inequality that

Jwly = 2ol < llollq max] 022 [, o]0}
and we are done. O

Corollary 3.1. Lemma 3.1 implies that £ is maximum-norm stable.

Corollary 3.2. The solution w of (3.1) satisfies ||u| . < C, where the constant C
depends only on A, f and g.
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3.1.3. Derivative bounds. In problems posed on domains with corners, regularity of the
solution must be carefully monitored. Assume that f € C>*(Q)", g € C**(99)", and that
Lg = f at each corner. Then in [9] it is shown that w € C*(Q)* with

10"u| < Ce™™ form=0,1,2,3,
and additionally, using a result of Volkov [39] (cf. [5]), one obtains the further bound
|00, || < Ce™ for j=0,1,2.

Using ideas from the proof of Lemma 3.1, an inductive argument [7,8] sharpens the above
bounds to

}a];u(% y)‘ [1 4k (e—gx/a + 6—9(1—9:)/5)} ’
}a];u(%y)} [1 —+ 571{ (e*Qy/E + 679(17y)/5>] :

for all (x,y) € Q and k = 1,...,4, where o € (0,/0) is arbitrary. These estimates show
clearly that the solution w has smooth and layer components.

<C
<C

3.1.4. Discretization. The problem (3.1) is solved numerically using central differencing
(the 2-dimensional analogue of (2.14)) on a Shishkin mesh w5, with NV intervals in each coordi-
nate direction; this is the tensor product of the 1-dimensional mesh described in Section 2.1.3.
To analyse this method one decomposes u as a sum of regular and layer components, and
the truncation error is decomposed similarly. Then [8] one obtains the almost-second-order
convergence result

Hu—uNHOOMSV <CN 2’ N, (3.3)
where 4V is the computed solution and C' is some positive constant.

In [24] a finite element method with piecewise bilinears is applied. When errors are mea-
sured in the usual energy norm, this standard method achieves O (N 2n*N ) convergence;
a sparse-grid variant of the method is shown to attain the same order of convergence using
only O (N*?) degrees of freedom instead of the O (N?) of the original method. Numerical
experiments confirm the efficiency of this approach.

A somewhat different numerical approach is adopted in [9], where a Jacobi-type iteration
is combined with central differencing. Once again one obtains the convergence result (3.3).

If the Shishkin mesh is replaced by a 2-dimensional Bakhvalov mesh w¥ that is a tensor
product of the 1-dimensional N-interval meshes of Section 2.1.3 (see [8,32] for further details),
then in [8] it is shown — without decomposing u — that (3.3) can be strengthened to

”’LL - UHoo,wf, < CN?Z‘

3.2. Multiple parameters. In [36], Shishkin considers a 2-dimensional analogue of
(2.8):

A0
Lu:=— <€0 H2A> wr Au = 'f on ):= (07 1)27 (34)

where the parameters ¢ and g lie in (0,1], A : Q@ — R*? f:Q — R? and u = g on 0.
Assume that on  we have

a1 = cg and ags = ¢g for some constant ¢y > 0,



Systems of singularly perturbed differential equations 179

aj1 > |aya|, age > |ag| at all points.

This problem does not satisfy a maximum principle. Once again the key difficulty is the
construction of a decomposition of the solution of (3.4), which is achieved in [36] via a
complicated analysis that examines separately the cases py? < e and p? > ¢.

To solve (3.4) numerically one constructs a 2-dimensional Shishkin mesh w3, with N
intervals in each coordinate direction, that is modified in each coordinate direction as in
Section 2.2.2 to handle two overlapping layers. Using the 2-dimensional central differencing
analogue of (2.14) on this mesh, it is shown in [36] that one obtains again (3.3). It is stated
in [36] that this result generalizes to systems of ¢ > 2 equations.

4. Convection — diffusion systems
In this section convection comes into the picture. That is, we return to the general problem
Lu:=—diag(e)Au—B-Vu+Au=f in Q, ul|pn=g. (1.1)

To ensure that this is not a reaction — diffusion problem, we assume that all diagonal entries
of B are non-zero; stronger hypotheses will be placed later on B.

4.1. The scalar problem in one dimension. Consider first the scalar reaction —
convection — diffusion two-point boundary value problem

Lu:=—eu" —qu +ru=f on (0,1), u(0)=u(l)=0, (4.1)

where 0 < e < 1, ¢, € C[0, 1] while f is allowed to be a generalized function like the Dirac
0 distribution.

Assume that § := m[(i)rhq(x) > 0. Then (4.1) has a unique solution, which typically
xe|0,

exhibits a boundary layer of width O (elnl/e) at * = 0. More precisely, we have the
following bounds for u and its lower-order derivatives from [10, Lemma 2.3]:

}u(k)(x)’ <C{l+ete ™/} for x€[0,1], and k=0,1,..., K, (4.2)

where the maximal order K depends on the regularity of the data. If instead ¢ is negative
on [0, 1] then we have a similar layer at x = 1.

Consider the following family of difference schemes on an arbitrary mesh for (4.1). Fix
v € [0,1]. Setting

Xi = Vhipr + (L =v)h; and vz, = w;
Xi
our discretization of (4.1) is: Find u" € R) ™ such that
[LuN]k = —6ué\§3;k - Qkuivk. -+ Tkuiv =fr for k=1,...,N—1. (4‘3)

For v = 1 we obtain the simple upwind scheme of [6] with an unusual discretization of the
diffusion term. The scheme with v = 1/2 was considered in [2]. This time the discretization
of the convection term is unusual.

4.1.1. Stability. The following lemma provides a means of establishing uniform maximum-
norm stability estimates for the operator L.
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Lemma 4.1. Assume that the operator L satisfies a comparison principle. Suppose that
there exists a function ¢ € C?[0,1] with ¢ > 0, " <0 and —q¢’' +re > 0 in [0, 1].
Then for any v € C?[0, 1] with v(0) = v(1) = 0 we have

[0l < llollo L0/ Lol -
Proof. Divide (4.1) by Ly then use the comparison principle with the barrier function
el Lov/Lell. u
Remark 4.1. (7) If » > 0 on [0, 1], then Lemma 4.1 with ¢ = 1 yields

o]l e < [[Lv/7]l - (4.4a)
(73) If ¢ > 0 and r > 0 on [0, 1], use p(x) = 1 — x to get
[o]le < lLv/dll - (4.4b)

(iii) If ¢ > 0 on [0,1], then r > 0 can be ensured by the transformation u(r) = e**u(z)
with an appropriate constant ¢, but this transformation affects the right-hand side of the
differential equation, while in systems different equations may need different transformations
that cannot all be executed simultaneously.

(1v) If both ¢ > 0 and r > 0, one can then derive stability results for £ that generalize
both (4.4a) and (4.4b). This can be done, for example, by using as barrier function a general
linear or quadratic function ¢. But the resulting stability equality will be more difficult to
use when applied to systems.

The presence of the convective term means that L also satisfies some less elementary
stability estimates. Assume that

0<f<qx)<Q and 0<r(x) <R for ze€l0,1]. (4.5)

Set

o )] w0 o) (w)

Andreev [3] makes a careful study of the Green’s function associated with £ in showing that

1
0]l < Z[1L0]y (4.6a)
s
and
19]]lc00 < QULV[|-1,00- (4.6b)
where || - ||; is the usual norm on L4 0, 1] and we set ||w||_1,c := inf {||W ]| : W' = w} and
|[w]]|e.00 = k|| ||oo + ||w]|eo With a certain positive constant x = k(g,r) that is given

explicitly in [3]. Furthermore, in [17] it is shown by related arguments that

2
[CRIFIES BHMHL
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Remark 4.2. (i) Note that
2[oll 100 < ol < fl0floo- (4.7)

Thus the weakness of the norm || - ||_1. means that (4.6b) is much stronger than (4.4)
and (4.6a). It is the key to our later analysis for systems with strong coupling in the
convection term.

(1) From (4.6b) one also has a bound on the weighted first-order derivative. While this
information is not exploited here, it can be used to study certain forms of coupling in the
diffusion term.

(77i) An alternative proof of (4.6) using maximum principles is given in [16] under the
additional hypothesis that ¢’ + r > 0; it is shown that (4.6) holds true with Q = 2/8 and
k = 1/5. In general (see [3]) it is easier to analyse (4.1) if it is written in the conservative
form —eu” — (qu) + (¢' + r)u = f provided that ¢ +r > 0.

In the case of constant ¢ the results from [16] and (4.6b) differ by a factor of (14 R/f3).
We conclude that the constant factor Q in (4.6b) is not sharp.

The discrete operator L enjoys similar stability properties:

]| < ||LU/THoo,wN if r > 0on [0,1]

o0,WN

and
10|y S ILV/4llpy fg>0,r=00n [0,1].

Assume (4.5) holds true. Then, for 0 < v < 1 one has from [2] discrete analogues of (4.6):

g HLle,wAm (48&)

V] <
v o0,w 0y
B
H|/UH|57007WN < QHLUHfLoo,ww (4.8b)

where
N-1
[v]l10n = Z Xelvel,  [Jwll 1,000y == inf{HWHoo,wN W, = w}
k=1

and |||w|]|z.cowy = €Rl|Wellcowy F [|W]loowy- If in addition to (4.5) one has
¢ >0 on [0,1] and v=1, (4.9)

then (4.8) holds true with Q = 2/4 and x = 1/f; see [16].

4.1.2. Error bounds. By [6,11,16] we have the following a priori and a posteriori error
bounds for (4.3) applied to (4.1): Assume that (4.5) and (4.9) hold. Then

Te+1

o= 0|l < s | [ (G @)+ Coluo)] + o) do

.....

Tk
and, interpreting u” as a piecewise linear function,

[ R AR RS
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with constants

Cri=Irlloe + ld'lle + llalloe;  C2 = lI7lloc + [[7"llocs  C5:= I flloc + 1f[loc-

Note that if (4.9) is not satisfied then these error estimates remain true but with slightly
different constants C;.
The derivative bounds (4.2) imply that

Th+1

< Yege(wy) = max 1+ e/ da.

M
£,00,WN k=0,....N—1

HE

Tk

4.1.3. Mesh construction. Bakhvalov meshes for the discretization of (4.1) are generated
by equidistributing the function

Mp,(z) = max {1, LS exp (—@)}
£ eo

with positive constants K and o. The parameter K determines the number of mesh points
used to resolve the layer. For the Bakhvalov mesh w¥ it can be shown [14] that

Dege(wh) KONT! ifo > 1.
Shishkin meshes. Let g € (0,1) and o > 0 be mesh parameters. Set

T:min{q, %SIDN}.

Assume that ¢N is an integer. Then the Shishkin mesh w3 for problem (1.1) divides the
interval [0, 7] into ¢N equidistant subintervals, while |7, 1] is divided into (1—¢)N equidistant
subintervals. For this mesh we have

Dege(wy) KCN'InN ifo > 1.

4.2. Weakly coupled systems in one dimension. We now leave the scalar convec-
tion — diffusion equation and move on to systems of equations of this type.

4.2.1. The continuous problem. The system (1.1) is said to be weakly coupled if the
convective coupling matrix B is diagonal, so the system is coupled only through the lower-
order reaction terms. In one dimension such systems can be written as

Lu = —diag (e)u” — diag (b)u' + Au=f on (0,1), u(0)=wu(l)=0. (4.10)

Fori=1,...,¢, the i equation of (4.10) is
¢
—e;ul — bul + Zaijuj =f, on (0,1), ;(0)=1u(1)=0. (4.11)
=1

Assume that for each i one has b; > ; > 0 and a; > 0 on [0,1]. (In [18] the weaker
hypothesis |b;| > 3; > 0 is used, which permits layers at both ends of [0,1], but for simplicity
we won't consider this here.)
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Stability and bounds on derivatives We follow the argument of [18]. Rewrite (4.11) as

—guy — byul + au; = Z a;u; + (4.12)
J#i
Then (4.4) yields
Ji i .
7 7 ) 7 f - 1, . ,6,
|w|+§hnmn <o {| £ 5] b o

J#l
where the ¢ x ¢ constant matrix T' = T'(A, b) = (%;) is defined by

Vi =1 and ’yij:—min{ %y

Q4

aij

bi

Y
[e.°]

} for @ # 7.

Repeating the analysis of Section 2.2.1 we reach the following stability result.

Theorem 4.1. Assume that the matriz A has non-negative diagonal entries. Suppose
also that all entries of A lie in C[0,1]. Assume that T'(A, b) is inverse-monotone. Then for
1=1,...,¢ one has

¢
(Lv),
v , min
Il < S () min {5
for any function v = (vy,...,v)" € (C%(0,1)NCI0, 1])e with v(0) = v(1) = 0. In this
inequality the first term in min{. ..} should be omitted if axx(x) =0 for any x € [0, 1].

Y
[e.°]

’ (L)
bk

Corollary 4.1. Under the hypotheses of Theorem 4.1 the boundary value problem (4.10)
has a unique solution u, and |ul| < C'||f||,, for some constant C.

Remark 4.3. (i) The argument in [18] appeals to (4.4a) but not to (4.4b). Thus our
modified analysis above can handle a larger class of problems.

(77) Alternatively, one can use (4.6a) and (4.6b) when bounding the source term to
establish that

Jull.. <€ max Ifell, and Jull,, < C max [1fell -y
for the solution of (4.10). The latter inequality allows the right-hand side to have singularities
like a Dirac ¢ distribution.

(#77) Andreev’s results (4.6) can also be applied to the coupling terms a;ju; in (4.12), in
particular when a;; has a singularity or when ;' [Ja;;||, < |lai;/aill,

(1v) From the above it is apparent that any improvement in the stability inequalities for
scalar operators will immediately broaden the class of systems that can be analysed.

Next, by applying the scalar-equation analysis of [10, Lemma 2.3] to (4.12), it is shown
in [18] that for ¢ = 1,..., ¢ one has

u® (2)] < O [L+ &7 *e%/5]  for z € [0,1] and k =0, 1. (4.13)

Thus there are boundary layers in the solution at x = 0, but no strong interaction between
the layers in different components u; is apparent when first-order derivatives are considered,



184 T.LinB and M. Stynes

which is quite unlike the reaction — diffusion case of Theorem 2.3. This bound on the u}
also reveals a lack of sharpness in the results of some previously published papers that gave
derivative bounds for this problem with stronger interactions between different components.

4.2.2. Mesh construction. Meshes for the weakly coupled problem (4.10) with b; > 0 for
all 7 need accommodate layers only at = = 0, according to (4.13).
Bakhvalov meshes for (4.10) are constructed by equidistributing the monitor function

{ Ky <—ﬁlt) Ky (—ﬂet) }
max < 1, —exp oo, — €XP
€1 (oS5} Ey g¢cy

with positive user chosen constants o and K,,.

Shishkin meshes are equidistant and coarse away from x = 0, and piecewise equidistant,
with successively finer meshes, as one approaches x = 0. The mesh resembles that of
Section 2.2.2, modified by removing the mesh refinement at = 1, but one should note that
the diffusion coefficient was €2 in Section 2.2.2 while here it is e.

Let N, the number of mesh intervals, be divisible by ¢ + 1. Let o > 0 be arbitrary. Fix
the mesh transition points 7, by setting

k
TkJrl’O-_gklnN fork:fj'“’l’ and 7—020‘
k+1" &

Ter1 =1, Tx = min{

Then for k = 0, ..., ¢, the Shishkin mesh is obtained by dividing each of the intervals [7x, Tj1]
into N/(¢ + 1) subintervals of equal length.

4.2.3. Finite difference scheme. Let wy be an arbitrary mesh on [0, 1]. Recall that the
solution w of (4.10) has layers only at x = 0 according to (4.13). In the vast literature on
numerical methods for scalar convection — diffusion equations it is well-known [32] that to
approximate the convection term one should use some form of differencing that is upwinded
away from the boundary layer. Thus it is natural that one approximates (4.10) by simple

upwinding (viz., (4.3) with v = 1) in each equation: we seek u” € (Ré\”’l)z such that

[LuN]k = —diag (e)uly, — diag (b)(zp)uly, + A(zp)uy = f(zy,) for k=1,...,N—1.
(4.14)

The stability analysis for the discrete operator can be conducted along the lines of the
continuous analysis.

Theorem 4.2. Assume that the matriz A has non-negative diagonal entries. Assume
that T'(A) is inverse-monotone. Then fori=1,...,{ one has
o0,WN }

¢
~71 .
[llog oy < D (T ), mn{'
k=1
for any mesh function v € (Révﬂ)e. In this inequality the first term in min{...} should be
omitted if ag(z) = 0 for any x € [0, 1].
We also have for the solution u™¥ of (4.14)

(Lv),

Akk

(Lv),
by,

|

||1,UJN

]| e S Cllllwn > ] < CkI:nlE}?-{,f I fx

o0,WN
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and
] (4.15)

Hfl,oo,wN :

ooy S O max ||

A priori error analysis. In [18] the author draws on the strong stability result (4.15) in
proving the general error bound

00,WN k=0,...,.N—1

lu—w"|_. <C max /[HDU;@(S)@@

on an arbitrary mesh. After constructing a suitable mesh, one can combine this estimate
with (4.13) to get more explicit error bounds, for example

— |, <
Hu u OO,(I)N\

CN-! for Bakhvalov meshes with o > 1,
CN~'InN for Shishkin meshes with o > 1.

A posteriori error analysis. Alternatively, one can appeal to the strong stability (4.6b)
of the continuous operator to get the a posterior: bound

¢
H’u, - uNHOO < Ck:(gna%_l hi+1 [1 + Z }uﬁm‘} :
m=1

The constant(s) involved in this error bound can be specified more explicitly; cf. Section 4.1.2.

4.3. Weakly coupled systems in two dimensions. Two papers by Shishkin [34, 35]
consider weakly coupled systems on a strip of the form [0, 1] x R. The systems take the form

eA 0
Lu:=— u— B -Vu+Au=f on Q:=][0,1] xR,
0 pA

where B = (by,by) is diagonal. The hypotheses in [34] are that b; > 0 > by on Q, so the
solution has an exponential boundary layer along both edges of the strip, while in [35] one
has b;(0,-) = bi1(1,+) = 0 with b; > 0 on Q and by > 0 on ), which leads to a parabolic
boundary layer in the solution along the edges of the strip.

One can construct from the entries of A a constant matrix I' similar to (2.10), and it is
assumed as in (2.11) that T is inverse-monotone.

In [34], bounds on derivatives of the solution are derived and appropriate meshes are
constructed; these are piecewise uniform in the z; variable with N mesh intervals in total,
and uniform in the x5 variable with mesh spacing 1/N. A difference scheme based on simple
upwinding is considered. In the two special cases ¢ = y and pu = 1, it is shown that one
obtains convergence of O (N~!1n N) at all mesh points, while in the case of general positive ¢
and p the nodal convergence bound is O (N -1/ 10). The two special cases are easier to analyse
as their layers depend only on the parameter €, while the general case has two overlapping
layers. The practical implications of the unboundedness of the domain and mesh are not
discussed and numerical results are not provided.

The analysis in [35] is broadly similar in that the same three (e, ) regimes are considered,
but the convergence results obtained are more complicated and we shall not state them here.

4.4. Strongly coupled systems. We now return to the general problem (1.1). Assume
that this system is strongly coupled: this means that for each ¢ one has b;; # 0 for some

J# i
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For strongly coupled convection — diffusion systems, the only known theoretical con-
vergence results that are uniform in the singular perturbation parameters are for problems
posed in one dimension. Strong coupling causes interactions between boundary layers that
are not fully understood at present. The main papers on this problem are [1,17,28-30].

The general strongly coupled two-point boundary value problem is

Lu = —diag (e)u”" — Bu'+ Au=f onQ:=(0,1), u(0)=wu(l)=0, (4.16)

where as before w = (uy,ug,...,u))", f = (f1,...,fe)", while A = (a;;) and B = (b;;) are
¢ x { matrices, and the ¢ x ¢ matrix diag (€) is diagonal with i** entry &, for all 4.

4.4.1. The continuous problem. Our analysis follows [17] as it is in several ways the most
general of the above papers. For each ¢ assume that

>3 >0, a;>0 and b, >0 on [0,1]. (4.17)

(In [17] the weaker hypothesis |b;| = ; > 0 is used, but for simplicity we won’t consider
this here.) Rewrite the i"" equation of the system (4.16) as

Liu; = —eu; — byu; + agu, = f; + Z [ ) — (b 4 a;;)u ] : (4.18a)

u;(0) = u;(1) = 0. (4.18b)

In (4.18) write u; = v; + w; + z;, where

4 ¢
Liv; = Z(bijuj)/a Liw; = — Z [(b/ + &zg)ug] . Lizi = i,
i i

with homogeneous Dirichlet boundary conditions for v;, w; and z;. Apply the stability bound
of (4.6b) and (4.7) to obtain

l
@HIUZI elooSZ{Hbinoo 5 10l + ai] }||uj||oo+!|fi!|_1,oo%

j=1
i

see also Remark 4.2(iii). Then, after some minor manipulation, gather the u; terms to the

left-hand side in the manner of Section 2.2. Define the ¢ x ¢ matrix ¥ = Y (A, B) = (v;5)

by

2164, +
b

/
by + aij],

Vi =1 and ;= — for @ # j.

Theorem 4.3. Assume that B and A satisfy (4.17). Suppose Y (A, B) is inverse-
monotone. Then

14

€4,00 22 Dl Lwll_y o for i=1,...,L

k=1

[l
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Corollary 4.2. Under the hypotheses of Theorem 4.3 the boundary value problem (4.16)
possesses a unique solution w, and

sl e = max [l l-tee

=1l,...

£5,00 < C 4max Hfl
i=1,....0

for some constant C'. This implies the maximum-norm stability bound ||u||e < C||f||co-

Remark 4.4. In the above argument the only stability inequality that can be used to
bound wv; is (4.6b), while for w; and z; one can also apply (4.4) or (4.6a). (The latter was
for example employed in [28].) One then loses the additional control over the derivative, but

sharper results in the maximum norm may follow, and the definition of the matrix Y has to
be modified.

For the analysis of numerical methods, bounds on derivatives of the solution w of (4.16)

are required. Under the assumption of Theorem 4.3 we have
max uffl, < C max |1£l, (119
see [17].

The derivative bounds (4.19) are used in [17] — see also Section 4.4.2 below — to derive
an abstract error estimate which essentially states that for a simple upwind difference scheme
there exists a mesh giving nodal convergence of O (N~!), the optimal order for this method.
But this L;-type information on the u} is insufficiently precise to allow the construction of
reliable layer-adapted meshes a priori.

The special case where all diffusion coefficients ¢; are the same is studied in [28]. A
lengthy analysis with some further assumptions on the data of the problem leads to the
following result:

Theorem 4.4. Suppose that e; =€ fori=1,...,0. Then for any B € (0, min 3;), there

exists a constant C' such that the solution w of (4.16) can be decomposed as

=1
where ‘ '
oD < C(1+7) for j=0,1,2,3,
and for each w; = (w;1, ..., wy)" and z € [0,1] one has

}wl(i)(a:)} < Cee™P5 for 7=0,1,2,3 andk=1,...,¢.

4.4.2. Finite difference scheme. We continue to follow [17]. Discretize (4.16) using the
scheme (4.14) for each equation of the system: Find u" € (R +1)e such that

where the notation is implicitly defined by stating that for i = 1,...,¢ the i** equation,
evaluated at xy, is

¢ ¢
N1 _ N N N _
[Liu }k = —EU; gz — E bijikWjzk + E Wik Wi = ik
Jj=1 Jj=1

The stability analysis for the difference operator L is analogous to that for the continuous
operator £ in Section 4.4.1.
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Theorem 4.5. Assume that B and A satisfy (4.17). Suppose Y (A, B) is inverse-
monotone. Then

l
£i,00,WN < 2 Z (Tﬁl)ij H(LNu)jH—l,oo,wN fOT’ 1= 1, P ,E.

j=1
Corollary 4.3. Under the hypotheses of Theorem 4.5, the difference equation (4.20) has
a unique solution u”, with

;"]

11" ||leo.zy = max ||lu

ma ey < O max [|fifl g
for some constant C'.

This implies the maximum-norm stability bound ||ty < Cl|Fllcooy-

Using the strong stability results of Theorems 4.3 and 4.5, we can follow [17] to obtain
the a priori and a posteriori error bounds

Th41 )
’Hu—uN}H&OO@N <O _max / (1+Z|u;(a:)\) dx
o i=1

and ,
[ [ W (R W)

By (4.19) we have |luj||; < C fori=1,...,¢. Therefore there exists a mesh w* such that

Th+41 ¢ 1 VA
/(s > o)) s = [ (14 )3 )] ) do < O
Ti = 0 =

and on this mesh one has consequently

[l = u™l], iy, <ONT
yOO,W N
Remark 4.5. (i) As satisfactory pointwise bounds on |u}| are unavailable, this result
does not give an immediate explicit convergence result on, e.g., a Bakhvalov or Shishkin
mesh.
(1i) When ¢; = ¢ for : = 1,..., ¢, Theorem 4.4 yields

Th+1
= |l .o, <C_ias / (1 -+ e5F) da.
T

The system behaves like the scalar equation of Section 4.1 and appropriately-adapted meshes
can be constructed as in Section 4.1.3.

In [28] one also finds an error analysis for a system with a single parameter, but the
analysis is limited to Shishkin meshes and uses a more traditional truncation error and
barrier function argument. Furthermore, higher regularity of the solution is required. On the
other hand, in certain situations the analysis of [28] is valid under less restrictive hypotheses
on the entries of the matrices A and B than the requirement that Y be inverse-monotone.

(7ii) In [17] the above a posteriori bound motivates a generalization of the adaptive
arc-length equidistribution procedure of [13] to systems. Numerical examples are presented
in [17], but a complete analysis of the adaptive algorithm is not given.
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As regards the other papers that we mentioned at the beginning of Section 4.4, [29]
modifies the iterative approach of [9] from reaction — diffusion to convection — diffusion
systems, [30] deals only with the special case ¢ = 2 and €1 = €9, while [1] gives a very different
analysis that draws on deeper results from classical analysis but considers only upwinding on
an equidistant coarse mesh @, which — even for a scalar convection — diffusion equation —
cannot yield a convergence result for Hu —ul HOO that is uniform in €.

—C

W

5. Conclusions

In this survey we have seen that for finite differences the numerical analysis of systems of
reaction — diffusion equations in one dimension is well developed. For such systems in
two dimensions, when all equations share the same diffusion parameter we have reasonably
satisfactory results, but when different diffusion parameters are present and the number of
equations exceeds two then the derivation of sharp a priori bounds on derivatives is an
unsolved problem, which forbids any effective numerical analysis of such problems.

Progress has been made in the finite difference solution of convection — diffusion systems
that are weakly coupled and posed in one dimension, but further work on stability bounds is
needed to improve our understanding of these problems. For such systems in two dimensions,
much remains to be done. For strongly coupled convection — diffusion systems, we have
only a limited grasp of the situation. Even for one-dimensional problems there are still basic
difficulties: when different diffusion parameters are present, can sharp pointwise bounds on
derivatives be proved? Meanwhile in two dimensions, no convergence result is known.

The survey does not pretend to be exhaustive: we have ignored time-dependent singularly
perturbed systems and we have focussed almost entirely on finite difference methods (though
in fact there have been few convergence results for other numerical methods that are uniform
in the singular perturbation parameters). Nevertheless we hope that this summary of what
is currently known will whet readers’ appetites and encourage them to fill some of the gaps
in our knowledge.
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