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Haptic support systems have been widely used for supporting human operators when

performing amanual control task. These systems are commonly designed to track known target

trajectories. However, the trajectory to track is not known in many realistic cases. For instance,

the pilot intended trajectory is not known beforehandwhen considering a helicopter pilot flying

in free-flight. This paper proposes a possible approach to design a haptic shared control system

when the target trajectory is not known a priori. Especially, the aim of the proposed design is to

helpminimally-trained pilots during a 2-DoF lateral/longitudinal helicopter free-flight task. To

accomplish this goal, first, a Pilot Intent Estimator (PIE) is developed to infer pilot intent. Then,

the corresponding intended trajectory is generated. Finally, a haptic feedback is designed to

track the estimated intended trajectory. The designed PIE was evaluated in a preliminary test

with an experienced helicopter pilot. Then, a human-in-the-loop experiment with minimally-

trained participants was conducted to assess the proposed shared control system. Results

showed the effectiveness of the PIE to estimate the correct direction of motion chosen by the

pilot. Furthermore, the haptic feedback helped participants to accomplish the control task

with better task performance (i.e. lower tracking errors and lower amount of control activity)

compared to manual control.

I. Introduction

Nowadays, automation is playing a key role especially in the autonomous driving and aviation fields. Automated

systems are usually developed to ease the human operator effort to control a vehicle. Although partially or fully
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automated systems improve vehicles performance, they also reduce the operator situation awareness and increase risks

due to wrong human-machine communication and interaction [1]. In particular, when the task of the human is to

solely supervise the automation (i.e, human out-of-the-loop), problems like unbalanced operator mental workload and

over-reliance on automation lead to skepticism and loss of operator skills [2, 3].

In the past few years, haptic systems have been proposed as a possible solution to enhance the human-machine

relationship by means of tactile cueing. These systems allow the human operator to share the control with the automated

system, thus increasing operator situation awareness [4]. Many studies are nowadays available on haptic support systems

proving their effectiveness in terms of improved pilot performance and reduced workload [5, 6]. For instance, Mulder

et al. designed a haptic gas pedal for a car-following task [7]. The pedal was developed to generate a continuous

force signal to be shared with the force exerted by the driver. This helped the drivers to constantly be aware of the

safe-field-of-travel and to avoid over-acceleration and over-deceleration that usually occur with manual control. In a

different work, a haptic system was designed to assess pilot awareness when a failure occurs in a compensatory tracking

task [8]. Pilot performance with haptic aid and with an automated system were compared before and after a failure of

the system occurred. Results from a human-in-the-loop experiment demonstrated that the automated system was more

effective for achieving better performance in the period before the failure. However, after the failure pilots could not

achieve the same performance level as before. With haptic aid, instead, the pilots could get to the performance level

before the failure.

In the aerospace field, use of haptic shared control systems as assistance systems for non-expert pilots is still poorly

investigated. Mostly, these systems have been studied for learning purposes. Especially, haptic systems were evaluated to

be effective for helping non-expert pilots to learn compensatory tracking tasks [9–11]. For instance, in a previous work a

2 degrees-of-freedom (DoF) haptic support system was developed to help inexperienced pilots to learn a compensatory

tracking task in the pitch and roll axes [10]. The haptic aid was designed as a continuous force on the control device that

was showing the right control strategy to the operator. Participants were trained either with or without haptic feedback

in a human-in-the-loop experiment. Overall results showed that participants who trained with haptic aid learned the task

faster compared to those who trained with manual control. In a different work, use of a variable haptic feedback was

investigated for learning a disturbance rejection task in the roll axis, with difficult dynamics of the controlled element

[11]. The haptic system was designed to variate in force and stiffness, in order to gradually give more control authority

to the human operator. A human-in-the-loop experiment was performed to compare the designed variable haptic system

to constant haptic feedback and to manual control. Participants were divided into three groups, according to the three

conditions and trained in a fixed-base simulator. Results showed that the two groups, with variable and constant haptic

aid respectively, learned the task faster compared to the manual control group. However, after the training, participants

who trained with variable feedback were able to achieve better performance compared to the other groups. Use of

a variable haptic aid was therefore shown to be more effective for learning a single-axis disturbance rejection task,
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compared to constant haptic aid and to manual control.

Recently, human-machine interfaces based on haptic feedback were considered as a possible solution to help and

support non-expert pilots during control of an aerial vehicle. Especially, these systems gained interest in the context of

future aerial transportation with the aim of providing humans with aerial vehicles that may substitute cars and reduce

congestion in the big cities. In this future scenario, the pilots would be required to receive only a minimum amount of

training to learn how to control the vehicle, as the haptic system shares the control with the operator to support him. In a

previous study on this topic, a easy-to-use control interface for personal aerial vehicles was designed based on haptic

shared control [12]. Results from a human-in-the-loop experiment with non-expert pilots showed improved performance

and lower pilot control activity and effort. In most of the previous works the haptic feedback was designed to track

known target trajectories. However, predefined trajectories can be incongruous with the human operator intention,

depending on the task that he/she is asked to accomplish. For instance, a haptic support system for lane-keeping

was designed to track trajectories generated by a look-ahead algorithm that simulated human curve negotiation [13].

Although drivers achieved good performance with haptic aid, conflicts were occasionally generated due to a mismatch

between the predefined trajectory and the driver intended trajectory. In a different work, a comparison between a direct

and indirect haptic assistance (i.e, Direct Haptic Aid and Indirect Haptic Aid) was carried out to evaluate performance in

a curve negotiation task [14]. Results from a human-in-the-loop experiment, conducted in a driving simulator, showed

small disagreements between the two haptic controllers and the human operator during the task. Authors concluded

that the disagreement was generated by controversies between the controller and the operator when cutting curves.

Knowledge of the target trajectory is therefore essential to design a haptic feedback capable of helping operators to

accomplish a manual control task.

In this paper, minimally-trained pilots are considered to fly a 2-DoF helicopter dynamics in a free-flight task. Control

of a helicopter is a very difficult and demanding task for the pilot, due to its unstable and highly coupled dynamics.

Haptic shared control may therefore be used to support the minimally-trained pilots to control the helicopter dynamics,

while improving their performance and reducing the control effort in such demanding task. In a free-flight task however,

pilots are free to choose any possible maneuver at any time. In contrast with the commonly studied manual control tasks,

knowledge of the trajectory that the pilot intends to accomplish is not known to the system in advance in a free-flight task.

In such case, estimation and prediction of the pilot intended trajectory is necessary for the design of the haptic feedback.

In shared control applications, prediction of future trajectories may affect the operators’ behavior. Indeed, generation

of trajectories that are different from the human intended trajectories may generate conflicts on the control device.

These conflicts may lead to worse task performance and to critical situations during control of a vehicle. In a previous

study, human operator’s intended trajectory was estimated to reduce conflicts between the human and the haptic

controller in a free-air movement teleoperation task [15]. To achieve this, a Gaussian Mixture Model algorithm was first

trained to learn trajectories from operators demonstrations, then used to estimate the actual operator intended trajectory
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when performing the task. Results from a human-in-the-loop experiment demonstrated that use of individualized

trajectories for haptic shared control reduced conflicts between the human operator and the haptic system. However,

this resulting haptic support produced poor results in situations different from those demonstrated during the learning

process. In a different study, pilot intended trajectory was inferred to predict aircraft path to manage air-traffic in a future

free-flight environment [16]. The trajectory was estimated based on aircraft state, weather and broadcast information

(i.e, flight plan). However, when considering a helicopter free-flight control task, no prior knowledge of the flight plan

or environmental constraint and limits are available. Only the actions made by the pilot on the control device can be

considered to infer pilots intended trajectory. Therefore, estimation and prediction of those trajectories in the considered

helicopter free-flight task represent a challenging problem.

In a recent work from the present authors, a Pilot Intent Estimator (PIE) was designed to estimate the pilot desired

trajectory in a helicopter free-flight task according to pilot inputs [17]. The PIE was based on the Interacting Multiple

Model filter (IMM) [18]. The IMM estimates the probability of a system to switch between different behavior modes

(models) of the system itself. Four modes were defined to describe the helicopter dynamics: lateral, longitudinal,

vertical and yaw motions. The proposed PIE was only validated in a simulation study with real pilot inputs recorded

during a lateral reposition maneuver. Results showed that the PIE correctly inferred pilot intent. In a later work, the

Pilot Intent Estimator mentioned above was used to generate the operator intended trajectory for a haptic support system

[19]. Specifically, the PIE was designed to estimate pilot intent in a 2-DoF (Degrees of Freedom) control task with

simplified dynamics of the controlled element, and a haptic aid was designed to track the estimated pilot intended

trajectory. Results from a human-in-the-loop experiment showed that haptic feedback helped participants to accomplish

the task with better performance in terms of tracking error, compared to manual control.

The goal of this paper is to design and experimentally evaluate a haptic shared control system as guidance assistance

system for minimally-trained pilots involved in a more realistic task compared to the previous studies, i.e. 2-DoF

lateral/longitudinal helicopter free-flight task. Due to the complex dynamics of the helicopter that makes control of this

vehicle a highly demanding task for the human, the design of the proposed support system start from a simplified case: 2

degrees-of-freedom scenario with decoupled maneuver. The purpose of this paper is twofold. On the one hand, the paper

aims at developing the algorithm to infer pilot intent according to his control actions, and to generate individualized

trajectories for the haptic system. On the other hand, it aims at evaluating, with a human-in-the-loop experiment, the

effectiveness of the haptic system designed to track the pilot intended trajectories, in order to help minimally-trained

pilots to accomplish the task. The rationale of this work is to increase knowledge in the design of haptic shared control

systems in the aerospace field, which is still poorly investigated. Especially, the contribution regards the design of the

support system when no prior knowledge of the target trajectory is available to the system in advance.

The paper is structured as follows. Section II presents the design of the Pilot Intent Estimator and the haptic support

system. Section III describes the design of the human-in-the-loop experiment conducted to evaluate the proposed
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Table 1 Transfer functions of the dynamic model

Longitudinal axis Lateral axisa

θ
δlon
=

3.812(0.245)[0.226,14.758]
(−0.438)(37.951)[0.792,0.869][0.1,14.335]

φ
δlat
=

12.477(0.199)
(−0.438)(37.951)[0.802,1.023]

u
δlon
=

2.465(−3.653)(3.631)
(−0.438)(37.951)[0.792,0.8697]

v
δlat
=

−2.499(6.794)(−6.794)
(−0.438)(37.951)[0.792,0.8697]

aShorthand notation: s + (1/T ) is shown as (1/T ); s2 + 2ζωs +ω2 is displayed as [ζ , ω], where
ω is the natural frequency and ζ is the damping factor.

system. Section IV presents results of a preliminary test phase conducted with an expert helicopter pilot. In Section V

results from the final human-in-the-loop experiment are presented and are discussed in Section VI. The paper ends with

conclusions.

II. Pilot Intent Estimation for Haptic System Design
Design of the haptic feedback is not trivial in a control task where no prior knowledge of the target trajectory can

be assumed. This paper proposes a method to infer the pilot intended trajectory according to pilot inputs in a 2-DoF

lateral/longitudinal helicopter free-flight control task. When no environmental constraints and cues are available to

build a target trajectory (haptic lane keeping systems for motor-vehicles may resort to road boundaries to build pilot’s

intended trajectory for instance, but this is clearly not possible in helicopter free-flight), only the actions made by the

pilot on the control device may give information about the trajectory that he/she intends to accomplish. Unfortunately,

due to the coupled and unstable nature of the helicopter dynamics, the pilot actions necessary to produce the vehicle

motion along one specific axis, are not limited to a clear motion of the stick along one direction: the pilot is constantly

required to give a mixture of input commands in order to move the vehicle towards the desired direction, and, at the

same time, to compensate for the cross-couplings and to stabilize the vehicle dynamics on both axis. Estimation of pilot

intended trajectory in such case is therefore very complex.

The goal of this paper is to design a haptic system based on pilot intended trajectories to support minimally-trained

helicopter pilots to accomplish their intended maneuvers. Inference of pilot intent is achieved through an estimation

algorithm, which allows to distinguish between pilot inputs made to move towards a specific direction, and those

inputs made to compensate for the cross-couplings, and/or to hover the helicopter. Then, pilot intended trajectories

are generated to resemble the trajectories that an expert pilot would accomplish, when performing the same maneuver.

This allows to help minimally-trained pilots to behave as an expert pilot. To achieve this goal, a probabilistic approach

based on the Interacting Multiple Model is used to estimate the intended trajectory [18, 20]. Then, a haptic feedback is

designed to help the pilot to track the estimated intended trajectory.
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Fig. 1 Control scheme of the shared control system based on pilot intent estimation

Figure 1 shows the control scheme of the shared control system proposed in this paper. The block Hheli contains

lateral and longitudinal decoupled dynamics of a Robinson R-44 helicopter model identified in hover condition [21].

Specifically, the dynamic model includes decoupled helicopter dynamics between inputs δ = [δlat, δlon]T and outputs

yheli = [u, v, θ, φ, x, y]T . The outputs vector takes into account longitudinal/lateral linear velocities u, v, attitude θ, φ and

inertial position x, y. The considered transfer functions are shown in Table 1. The PIE block is the Pilot Intent Estimator

designed to infer pilot intent. Specifically, this block estimates the probability µ of the intention of the pilot to produce a

longitudinal only or lateral only motion. The block TG is the Trajectory Generator that computes the desired intended

trajectory yest along the estimated axis, according to the estimated probability µ. The block Hh f is the haptic feedback

controller that generates the force Fh on the control device Hcd to help the human operator Hho to track the intended

trajectory, thus minimizing the tracking error e. Hp indicates the combined human operator-control device system. In

the following, each block of the control scheme in Fig. 1 is described in detail.

A. Pilot Intent Estimator

The Pilot Intent Estimator (PIE) infers pilot intent according to pilot actions on the control device. The aim is to

estimate which is the most probable direction towards which the pilot intends to move. The PIE was designed based on

a probabilistic algorithm called Interacting Multiple Model filter (IMM) [20].

The IMM estimates the probability that a system matches one of several behavior modes (mi models) that can be

defined for the system itself. A general linear time-variant discrete time system can be described as:

xk = A(k)xk−1 + B(k)uk + wk−1 (1)

yk = C(k)xk + vk + D(k)uk (2)

with state vector x, input vector u, measurements y and process and measurements noise w and v. Matrices A, B, C, D
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characterize actual system dynamics. A finite number of candidate modes mi are defined as follows:

mi : {Ai,Bi,Ci,Di}, mi ∈ M (3)

with Ai , Bi , Ci , Di constant matrices representing a specific time invariant system dynamics, and M the set containing

all the modes. Each mode mi is employed as model dynamics in a Kalman Filter (KF) that estimates, at each time

step, the expected state as output of the model according to pilot actions. Specifically, each i-th KF computes the state

estimate and the evolution of the error covariance:

x̂ki = Ai x̂k−1i + Biuki (4)

Pki = AiPk−1i AT
i +Qi (5)

and the corresponding estimate of the output as:

ŷki = Ci x̂ki + Diuki (6)

which lead to the residual:

rki = yk − ŷki (7)

The residuals from each KF are used to asses which of the modes better match with the actual system dynamics. The

comparison is carried out through a likelihood function. The likelihood values Λki are computed taking into account

the residuals ri , and indicate to which extent the actual system matches a mode mi . Specifically, the likelihood values

Λki are calculated as the normal distribution of the residuals with zero mean and residual covariance matrix Si:

Λki =
1√

2π |Si |
exp(−

1
2

rTi S−1
i ri) (8)

The probability that at time instant k a mode mi is the correct mode(l)-match is given by:

c̄ =
∑
j

pjiµk−1 j (9)

µki =
Λki c̄∑
i Λki c̄

(10)

where pji is the probability to transition from a mode to another [18].

Figure 2 shows the block diagram of the Pilot Intent Estimator for a given mode mi . The block mi − KF includes

the equations of the Kalman Filter for the mode(l) mi , the block mi −Λi computes the likelihood value Λi and the block
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mi − µi computes the probability value of the mode mi .

In this paper, the system dynamics was chosen as the 2-DoF (Degrees of Freedom) decoupled helicopter dynamics

described in Table 1. Two modes m1,m2 were identified to describe the lateral and longitudinal behavior of the system.

The first mode m1 describes the helicopter dynamics with only the lateral input δlat acting on the system, and the

second mode m2 with the longitudinal input δlon active only. The pilot intention to move either in the lateral or in the

longitudinal direction at time instant k is given by computing the probability µki in Eq. (10), where the values pji were

set to 0.5 as the two modes have equal probabilities to be activated.

B. Trajectory Generator

The Pilot Intent Estimator provides the probability µi of the intention of the pilot to move either along the lateral

or along the longitudinal axis. According to this estimation, a Trajectory Generator (TG) was designed to generate

reference trajectories along the direction indicated by µi . Specifically, the direction of motion is selected by a Decider

Function (DF), which implements a threshold function with hysteresis on µi . Figure 3 shows the Decider Function: the
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mode m that is considered currently active is:

m =



m1, if µ1 > µT , lateral direction

m2, if µ2 > µT , longitudinal direction

m0, if µ1, µ2 ≤ µT , hover

(11)

The value µT is a threshold value and is chosen to be equal to:

µT = p0 + ε (12)

where p0 = 0.5 corresponds to the probability of one of the two modes to be active, and ε = 0.05 is a sensitivity

offset whose value was found experimentally. Therefore, a mode mi is activated when the corresponding probability

µi is larger than the threshold value. A hover condition (i.e, mode m0) is selected when none of the modes m1, m2

are activated. The hysteresis in the Decider Function accounts for oscillations in pilot inputs due to pilot errors, thus

avoiding wrong activation of modes. With this approach, only one direction at a time is selected.

Given the estimated direction of motion, the intended trajectory yest is generated as the trajectory that an expert

pilot would accomplish when tracking the same reference as the actual pilot. Figure 4 shows the manual control scheme

of a pilot Hp controlling a system dynamics Hce and tracking a reference trajectory r , where the pilot dynamics block

can represent both the dynamics of an expert pilot Hpe or that of a naive pilot Hpn.

The pilot intended trajectory yest can be computed from the control scheme in Fig. 4, by using block diagram

algebra. First, assuming that r is known, it is possible to compute the transfer function, for a naive pilot, from reference

trajectory r to control inputs δpn:

H1 =
δpn

r
=

Hpn

1 + HceHpn
(13)

Then, the desired trajectory that an expert pilot would generate when tracking the same reference r is:

H2 =
ype

r
=

HpeHce

1 + HceHpe
(14)
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The aim is to compute the transfer function between the trajectory of an expert pilot ype (i.e, desired yest ) given the

inputs of a naive pilot δpn. Considering that the reference r is the same for both the naive and the expert pilot, the

transfer function can be generated by combining the Eqs. (13) and (14):

H3 =
H2
H1
=

ype

r
r
δpn
=

ype

δpn
(15)

Thus, obtaining the intended trajectory:

ype =
HpeHce

1 + HceHpe

1 + HceHpn

Hpn
δpn (16)

It follows from Eq. (16) that knowledge of the human pilot transfer functions Hpe,Hpn is crucial for generating a

desired trajectory that resembles the trajectory of an expert human operator. A commonly used model of a human pilot

involved in a manual control task is the McRuer’s model [22]. Specifically, McRuer’s theory assess that, in a manual

control task, the human pilot adapts his control actions such that the open-loop dynamics between the pilot Hp and the

system Hce resemble a single integrator dynamics around the crossover frequency ωc:

HpHce =
ωce−sτ

s
(17)

Eq. (17) applies when considering a single DoF compensatory roll/pitch. In this work, the pilot control task is to track a

trajectory along the longitudinal and lateral axes x/y while stabilizing the system dynamics. In such case, the human

controller is supposed to give a compensatory feedback response on the attitude error, to stabilize the system, and a

feedback response on the system outputs (i.e. velocity and position), to improve the tracking performance [23]. To

account for these human responses, a triple-loop control was implemented to model both a naive and an expert pilot,

and to obtain the corresponding transfer functions Hpn, Hpe.

Figure 5 show the implemented triple-loop schemes in the longitudinal and lateral axes (Figure 5a, 5b). Specifically,

pilots are modeled by:

• inner loop: attitude loop Hatt that accounts for control of pitch and roll errors (Hθ , Hφ);

• middle loop: velocity loop Hvel that accounts for longitudinal and lateral velocities (Hu , Hv);

• outer loop: position loop Hpos that accounts for longitudinal and lateral position (Hx , Hy).

The inner loop Hatt , from the attitude error eatt to the inputs δ, was modelled according to McRuer’s theory as in Eq.

(17) [22]. Given the dynamics in Table 1, the transfer function Hatt was described as:

Hatt = Hp = Kpe−sτ(Ts + 1)
1

s2

ω2 +
2ζs
ω + 1

(18)
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Fig. 5 Open-loop transfer functions

where Kp is the pilot gain, τ is the visual delay, T is the time constant, and the complex conjugate poles represent the

neuromuscolar dynamics. The visual delay was set to zero (τ = 0), such that the desired trajectory yexp is faster than

the actual pilot trajectory yheli (i.e, the obtained system is more responsive). The other parameters were set according to

an identification process conducted with an experienced helicopter pilot involved in the control task, and are listed in

Table 2.

The velocity loop (i.e, Hvel) was designed to stabilize the system dynamics. Specifically, the transfer function of the

longitudinal axis Hu was chosen as:

Hu =
Ku(Tzu s + 1)
(Tpu s + 1)

(19)

where Ku indicates the gain and Tzu ,Tpu indicate the zero and pole respectively. The transfer function of the lateral

velocity loop Hv was designed as a proportional controller:

Hv = Kv (20)

The outer loop Hpos was designed to achieve a McRuer-like behavior such that the open-loop transfer function

between Hp and the system Hheli acts as a single integrator around the crossover frequency ωc , see Eq. (17).

Overall parameters of the designed triple-loop controller are listed in Table 2. Here, K indicates the gain, Tz,Tp

indicate zeros and poles, and ω, ζ indicate the natural frequency and damping factor of the complex conjugate roots.

Please note that Table 2 shows, for both lateral and longitudinal axes, the parameters obtained for the expert pilot only.
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Table 2 Parameters of the lateral/longitudinal triple-loop transfer
functions for an expert human pilot

Attitude Loop K Tz ω ζ

Hθ -0.107 0.989 4.903 0.518
Hφ

a 0.101 0.384 8.134 0.558

Velocity Loop K Tz Tp −

Hu -0.07 0.002 0.599 -
Hv 0.189 - - -

Position Loop K Tz Tp −

Hx 0.04 100 8 -
Hy 0.0026 - - -

aTransfer function having all roots with multiplicity mr = 2

 𝑥𝑘 = 𝐴 𝑥𝑘−1 + 𝐵𝑢𝑘

𝑃𝑘 = 𝐴𝑃𝑘𝐴
𝑇 + 𝑄

𝐾𝑘 =
𝑃𝑘𝐶

𝑇

𝐶𝑃𝑘𝐶
𝑇 + 𝑅

 𝑥𝑘+1 =  𝑥𝑘 + 𝐾(𝑦ℎ𝑒𝑙𝑖 − 𝐶  𝑥𝑘)
𝑃𝑘+1 = (𝐼 − 𝐾𝑘𝐶)𝑃𝑘

 𝑥𝑘−1, 𝑃𝑘−1

𝑦ℎ𝑒𝑙𝑖

Fig. 6 Block scheme of the Kalman Filter algorithm

As described by McRuer’s theory, the transfer function of a human operator in a manual control task is defined by the

pilot gain, the lead-lag term and the pilot visual delay [22]. The parameter which influences most the closed-loop

performance is the pilot gain, since it influences the open-loop gain, thus the bandwidth. Experimental evidence can be

obtained to show that overall worse performance are achieved by reducing this parameter. In this work, the dynamics of

a naive pilot is thus obtained by considering half of the value of pilot gain:

Kpn =
Kpe

2
(21)

where Kpe indicates the expert pilot gain. Fig. 7 shows the bode plots of the open-loop transfer functions, in the

longitudinal and lateral axes respectively, with the expert pilot transfer function drawn in black solid line, and the naive

pilot transfer function drawn as a dashed line.

Finally, the computed transfer functions Hpe, Hpn are inserted in Eq. (16). Simple open-loop implementation of

Eq. (16), due to the unstable nature of the helicopter dynamics, would surely lead to a divergence between the actual

helicopter trajectory and the trajectory predicted by ype. Thus, with the goal of producing an intended trajectory that

does not deviate excessively (or diverge) from the actual helicopter trajectory, the dynamics obtained in Eq. (16) was

used as model for a Kalman Filter, that is fed with the actual helicopter trajectory yheli as measurement for the estimated
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Fig. 7 Open-loop transfer functions

ype. Figure 6 shows the structure of the Kalman filter in the Trajectory Generator block designed with the actual

trajectory yheli as measurement. The matrices A, B, C represent a state space realization of the dynamics in Eq. (16)

and Q, R are the process and measurement covariances respectively. The use of a Kalman Filter allows the algorithm to

predict stable trajectories, as it adjusts its estimation according to the actual measurements yheli to converge to a stable

prediction. The resulting predicted trajectory is the estimated pilot intended trajectory yest .

C. Haptic Feedback

A haptic feedback was developed to help minimally-trained helicopter pilots to track the intended trajectory yest ,

see Fig. 1. The haptic feedback was implemented as a force feedback on the control device. The force produced by the

haptic system is shared with the human pilot on the control device and affects his/her control actions and may also

generate conflicts [24, 25]. To overcome this issue, the haptic feedback was designed to mimic pilot actions, according

to the crossover model [22]:

Hh f HcdHheli =
ωce−sτ

s
(22)

where Hh f is the haptic feedback and Hcd indicates the control device. Specifically, the haptic feedback was designed to

resemble the dynamics of the expert pilot Hpe that was modelled with the triple-loop scheme in Fig. 5. Therefore, the

dynamics of the haptic feedback is given by:

Hh f =
Hpe

Hcd
(23)

With this approach, when the pilot is out-of-the-loop, the haptic feedback operates only to stabilize the helicopter

dynamics. Instead, when the pilot is acting on the system, the haptic aid generates forces to track the estimated pilot

intended trajectory.
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(a) Fixed-base simulator. (b) Visual display.

Fig. 8 Experimental setup

III. Design of the Experiment
To validate the system in Fig. 1, first, a preliminary test was performed with one expert helicopter pilot, successively

a human-in-the-loop experiment was conducted with minimally-trained participants. This section presents the design

of the experiment. Please note that the same design was used for both the preliminary testing performed with one

experienced helicopter pilot and the final experiment conducted with minimally-trained participants.

A. Experimental setup

The experiment was conducted at Max Planck Institute for Biological Cybernetics (Tübingen, Germany), using the

fixed-base simulator shown in Fig. 8a. A control loading sidestick (Wittenstein Aerospace and Simulation, GmbH) was

used as control device, and a high-resolution display (VIEWPixx, Inc.), with 120 Hz refresh rate, was used to show the

visual environment to the human operator. The environment shown in Fig. 8b was designed in Unity®and included: the

cockpit of an R-44 helicopter in a heliport, the artificial horizon and a gray sphere. The artificial horizon was realized

with very minimal graphics: one horizontal line, one line aligned with helicopter body, and a central cross-mark. This

cue was very useful to indicate the helicopter roll angle and to perceive the position of the sphere with respect to the

helicopter center line, and therefore to visually estimate the lateral displacement with respect to the sphere. The sphere

was used as moving target during the experiment and was at first located 20 m ahead of the helicopter. The target

sphere was included in the design of the experiment as visual reference for the trajectory that the pilot had to follow to

perform the experiment. This actually represents the ground truth of the pilot intended trajectory. Moreover, a numeric

index was displayed on the upper part of the screen to show the distance between the helicopter and the sphere, in the

longitudinal axis only. This information was important for the participant, in order not to get too close to the sphere.

This would indeed degrade the participant’s view of the environment, and therefore worsen the performance. In contrast,

perception of the lateral distance was facilitated by the use of the artificial horizon, as described above.
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B. Control task

The experiment task was to follow the target (i.e, the gray sphere in Fig. 8b), which was showing the maneuver to be

accomplished. The maneuver that was chosen was inspired by the ADS-33, which includes a set of maneuvers that

standard helicopters should accomplish [26]. Specifically, each trial lasted 90 s and the target was first moving along

the longitudinal axis for 40 s, then holding position for 10 s and finally moving along the lateral axis for 40 s. These

duration were chosen to better separate the two motions: longitudinal only and lateral only. Indeed, distinct motions

produce clear results for the analysis. Moreover, due to the difficulties in perceiving the longitudinal distance to the

sphere, the pilot was asked to maintain a distance from the sphere between 20 m and 15 m in the longitudinal axis in

order to complete the task with best performance.

C. Experiment procedure

The experiment was divided into three phases: first, a familiarization phase was conducted to help participants

understand the control task, successively each pilot performed 10 trials of the task with haptic aid and 10 trials with

manual control. The last two phases were randomized between participants to avoid learning effects.

D. Independent variables

The experiment was influenced by only one factor: the presence of the haptic feedback. This feature is crucial to

evaluate the effectiveness of the proposed system on participants performance, and to compare the results to the case in

which no external aids are considered. This resulted in two experimental conditions.

E. Dependent variables

To evaluate differences in performance with and without haptic aid, two dependent variables (i.e. objective measures)

were defined: the tracking error and the amount of pilot control activity. Specifically, the tracking error was chosen as

metric for the tracking performance and was computed in terms of root means squared error, as following:

ex =


0, if 15 ≤ dx ≤ 20√∑N

i=1(dx−17.5)2
N , elsewhere

(24)

ey =

√∑N
i=1 d2

y

N
(25)

where ex and ey indicate the tracking error in the longitudinal and lateral axis respectively. N is the total number of

samples in one trial. The error is computed according to the distance dx , dy from the target sphere. Please note that, in

the longitudinal axis x, the error is zero (i.e, best performance) when the pilot maintains a distance from the target

between 15 m and 20 m in the longitudinal axis (see Eq. 24), while it is computed as the root mean square error of the
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distance dx when the pilot exceeds the defined boundaries. The two errors ex and ey are computed differently due to the

design of the experiment: participants were asked to maintain the specified distance to the sphere along the longitudinal

axis only.

A second measure considered for evaluation was the amount of control activity, which was used in previous works

as an objective measure of the task workload [21, 27]. This measure was calculated as the amount of pilot inputs

registered during each trial of the control task. To compute the measure, a dead-zone of amplitude δs , set to the 0.5% of

the maximum stick deflection, was used: all input values δ below the threshold value δs were considered noise, and

therefore were excluded from the measurement. According to this, the measurement accounts for inputs δdz that satisfy

δ ≤ −δs or δ ≥ δs . Therefore, the amount of control activity was calculated as:

W =

∫
δdz

T
(26)

where δdz is the stick deflection pre-filtered by the dead-zone, and T is the overall time per each trial. As acknowledged

in a previous work, this objective measure does not take into account all aspects of pilot’s workload (e.g. pilot’s cognitive

process) [27]. In this paper, the measure in Eq. 26 was calculated to evaluate and compare pilots control strategy with

and without haptic feedback. Specifically, with the help of the haptic system lower values of control activity would

indicate that the pilot needed fewer control actions to accomplish the task. This would suggest that a different (i.e. less

demanding) control strategy was adopted by the pilot with haptic feedback, compared to the case with no external aid.

IV. Preliminary Testing and Validation
A preliminary study was conducted with one expert helicopter pilot. The rationale was to investigate whether the

designed haptic shared control system could help an expert pilot to accomplish the maneuver, without counteracting

him during control of the system. For the testing, a civil helicopter pilot, licensed to fly light-weight helicopters (R-22,

R-44), was considered. He had no previous experience with haptic feedback systems. Results of the preliminary testing

were used as preliminary assessment of the system, for performing the final actual experiment with minimally-trained

participants. As the purpose of this work did not include evaluation of the proposed system on expert pilots, only one

pilot was considered in the preliminary testing.

The pilot performed first 5 trials of the control task with no external aid (i.e, manual control). This initial phase

was used to validate the PIE. Successively, the expert pilot performed 20 trials of the control task, as in Section III.C:

10 trials in manual control and 10 trials with the haptic aid switched on. In this case a comparison between pilot

performance with and without haptic feedback was used to evaluate the haptic shared control system.
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Fig. 9 PIE estimated probability and mode selection during one trial

A. Hypotheses

Two main hypotheses were defined. The first hypothesis regards the Pilot Intent Estimator. Specifically, the PIE was

supposed to correctly estimate the probability that the pilot was using one of the two control axes δ. Therefore, the

probability µi was expected to become larger than the threshold value µT (see Fig. 3), when the target sphere moved

along the corresponding direction. Furthermore, the Trajectory Generator was hypothesized to generate a good estimate

of the trajectory that the pilot intended to accomplish along the axis corresponding to the mode estimated by the PIE.

The second main hypothesis considers the entire system with haptic feedback. Specifically, the haptic aid was

expected to help the expert pilot to perform the control task. Therefore, the tracking error of the trials with haptic aid

was hypothesized to have similar or lower values compared to the error achieved with manual control. Moreover, the

task workload was expected to be reduced with haptic aid. Therefore, the pilot was supposed to put less effort to control

the system dynamics with the help of the haptic system compared to manual control.

B. Preliminary results

This section presents the results of the preliminary study conducted with an expert helicopter pilot. An analysis

of the estimated probability µi , the estimated active mode and the reference mode (assumed from the target motion),

was conducted to validate the PIE. Moreover, in order to asses the effectiveness of the Trajectory Generator, the

corresponding estimated trajectories are compared to the actual trajectories accomplished by the pilot during one trial of

the control task with manual control. Successively, the overall system with haptic feedback is evaluated.

1. Validation of the Pilot Intent Estimator and Trajectory Generator

Fig. 9 shows the probability estimated by the PIE and the corresponding activated mode during one trial. Specifically,

the estimated probabilities µi are shown in solid black line, the modes activated by the Decider Function are shown in

grey and the mode corresponding to the target motion is shown as a dashed line. Fig. 9a shows the mode selection
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Fig. 10 Comparison between estimated trajectory and actual trajectory during one trial

during the longitudinal motion. The estimated probability µ2 becomes larger than the threshold value µT during the

maneuver (i.e, first 40 s of the trial). Therefore, the corresponding mode m2 is activated by the Decider Function (grey

plot). The activated mode corresponds to the mode activated by the target (dashed line), thus no wrong activation of

modes occurred. At t = 50 s the target starts moving along the lateral axis, see Fig. 9b. To follow the target, the pilot

activates the lateral mode m1. Therefore, the estimated probability µ1 increases and the corresponding mode is selected

(in grey). During the hover condition (i.e, between 40 s and 50 s) none of the modes is activated by the Decider Function,

thus mode m0 is selected. The important aspect to be noticed in this figure, is the effectiveness of the algorithm in

estimating the correct pilot’s intended direction of motion, during both movements. During the first and the last 40

seconds, when a clear direction should have been detected, the algorithm recognized some portions of the movement as

hover conditions: these are likely those moments when the pilot gave inputs to compensate for the cross-couplings or

corrected his commands. Indeed, Figures 9a and 9b show that the probability of longitudinal motion is much higher

than that of lateral motion in the first 40 seconds, while the converse happens in the last 40 seconds. Although the

probabilities do not pass the thresholds, and thus do not activate the corresponding modes, during the entire duration

of each motion, this result suggests that the PIE correctly distinguished between the two main directions of motion

intended by the pilot, and recognized cross-coupling compensations and hover conditions, and more important, avoided

wrong activation of modes which would have generated wrong target trajectories, resulting then in wrong haptic aid

generation.

The trajectories corresponding to the PIE estimated probabilities are shown in Fig. 10. Specifically, the pilot actual

trajectory is drawn in black, the trajectory generated by the Trajectory Generator block is drawn in grey and the target

trajectory is shown in black dashed line. The target was located 20 m ahead of the helicopter and the pilot goal was to

control the helicopter to follow the target while staying within 15 m and 20 m from it. As can be seen, the pilot intended

trajectory is correctly generated along the axis corresponding to the activated mode.

In order to evaluate the effectiveness of the haptic feedback a comparison between pilot performance with and
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Fig. 11 Preliminary results: boxplots of the tracking error overall the trials
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Fig. 12 Preliminary results: boxplots of the task workload overall the trials

without haptic aid was carried out. Figure 11 shows the boxplots of the tracking error in Eqs. (24), (25) computed over

the full duration of each trial. The error was computed separately for the longitudinal and lateral motions. In the figures,

the black boxes indicate the manual control trials and the grey boxes indicate the haptic trials. The bottom and top edges

of each box display the 25th and 75th percentile respectively. The vertical lines show the whiskers, and the horizontal

lines represent the medians. As can be seen, overall haptic trials have lower values compared to the manual control

trials. This suggests that the haptic feedback helped the pilot to accomplish the task with better performance compared

to manual control.

Fig. 12 shows the boxplots of the control activity W with and without haptic aid. The figure shows the plots

for the longitudinal and lateral motion separately (Figs. 12a,12b). Both figures show a significant decrease in pilot

control activity when performing the task with haptic feedback (grey boxes) compared to manual control (black boxes).
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Therefore, the expert pilot needed fewer control actions to control the helicopter with haptic aid, suggesting that the

shared control system lowered pilot effort and did not generate conflicts with his actions.

According to these preliminary results, the proposed haptic shared control system was shown to help the expert pilot

to perform the control task with better performance in terms of tracking error compared to manual control. Moreover,

the task workload was found to be reduced with the help of the haptic feedback, as hypothesized. Overall, the proposed

haptic shared control system did not disturb the expert pilot while controlling the helicopter dynamics and did not

counteract his control actions.

V. Pilot-in-the-Loop Experiment
A final human-in-the-loop experiment was conducted to evaluate the effectiveness of the designed haptic shared

control system on minimally-trained pilots. The experiment was performed with the experimental setup and control task

described in Section III.

A. Participants

Thirteen minimally-trained participants participated in the experiment. All participants were trained in fixed-based

simulators for performing a helicopter task. Specifically, six of themwere trained in theMPI CyberMotion Simulator with

no motion [28], in a previous work [29]. During the training, the participants learned how to hover the 6-DoF helicopter

dynamics by performing increasingly-difficult tasks: hovering turns, vertical repositioning, vertical repositioning and

heading, lateral/longitudinal hover, and complete hover. The participants were trained in two sessions, performed in two

different days. In total each of them trained in the simulator with no motion for approximately 3 hours. None of them

experienced real helicopter flight, and none of them had previous experience with haptic aids.

The remaining seven participants were trained in a different experiment, with a computer-based simulator (i.e.

fixed-base) [30]. The experiment consisted of three different sessions: familiarization, training and evaluation. During

the familiarization phase, participants performed the same increasingly difficult tasks as in the experiment described

above. During the training phase, they were asked to perform the complete hover only. Finally, they performed the

evaluation phase in the CyberMotion Simulator with no motion. The overall experiment (including all sessions) lasted

approximately 3 hours. Moreover, none of the seven participants had ever experienced haptic feedback systems before.

B. Hypotheses

The proposed 2-DoF haptic shared control system was hypothesized to help minimally-trained helicopter pilots to

fly and control the considered helicopter dynamics. As the haptic aid was designed to help pilots to track their intended

trajectory, the tracking performance was expected to achieve better results (i.e, lower tracking error) with haptic aid

compared to manual control. Moreover, lower control activity was hypothesized with the haptic feedback compared to
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Table 3 Results of the ANOVA test on the tracking error for longitudinal and lateral motion separately. The
value Fstat indicates the result of the F-statistic, the values DF1, DF2 indicate the degrees of freedom, and p is
the p-value.

Longitudinal Motion Fstat DF1 DF2 pa

HA vs NoAid 35.012 1 518 5.9633e-09

Lateral Motion
HA vs NoAid 15.7 1 518 8.4629e-05

aFor p < 0.05 the result is statistically significant.

the trials with manual control, as pilots were expected to adopt a different and less demanding control strategy.

C. Results

This section presents the results of the human-in-the-loop experiment conducted with thirteen minimally-trained

participants to evaluate the proposed shared control system. The measures defined in Section III.E were computed per

each participant and averaged overall the trials, as follows:

ēx =

∑NT

i=1 ex
NT

ēy =

∑NT

i=1 ey
NT

(27)

where NT is the total number of trials per each participant. The control activity W was averaged overall the trials

similarly to Eq. (27). All measures were computed separately for longitudinal and lateral motion and then compared to

evaluate the overall system.

A one-way analysis of variance (ANOVA) was carried out to investigate the statistical effect of the haptic aid

(i.e. independent variable) on the considered dependent variables. To account for differences between participants

capabilities, a linear mixed-effect/multilevel model was considered to fit data [31]. Then, the F-statistic was derived and

the p-value was computed. The analysis was conducted separately for longitudinal and lateral motions.

1. Tracking performance

The tracking error was computed to measure pilot tracking performance. Boxplots are used to display the results.

Fig. 13 shows the boxplots of the tracking errors achieved by all the participants overall the trials with and without

haptic aid. Specifically, Fig. 13a shows the errors obtained during the longitudinal motion (i.e, first 40 s of each trial)

and Fig. 13b shows the errors during the lateral motion (i.e, last 40 s of each trial). Both figures show that the medians

of the grey boxes have lower values compared to the medians of the black boxes. This indicates that overall 50% of the

participants performed the haptic trials with better performance compared to the trials with manual control.
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Fig. 13 Experiment results: boxplots of the tracking error overall the trials of each participant

Table 4 Results of the ANOVA test conducted separately on the tracking errors ēx, ēy for both longitudinal and
lateral motion. The value Fstat indicates the result of the F-statistic, the values DF1, DF2 indicate the degrees
of freedom, and p is the p-value.

Longitudinal Motion Fstat DF1 DF2 pa

ēx : HA vs NoAid 21.795 1 258 4.882e-06
ēy: HA vs NoAid 15.924 1 258 8.5968e-05

Lateral Motion
ēx : HA vs NoAid 12.048 1 258 0.00060771
ēy: HA vs NoAid 7.5763 1 258 0.0063338

aFor p < 0.05 the result is statistically significant.

To validate the results, a statistical analysis was conducted. The analysis was carried out separately for longitudinal

and lateral motion. Results of the ANOVA are shown in Table 3. The table shows the results in terms of F-statistic,

degrees of freedom (DF1, DF2) and p-value. Specifically, DF1 indicates the indipendent variables, and DF2 indicates

the number of data used in the analysis. The p-value is used to evaluate whether the statistical analysis produced

significant results. Indeed, the results are considered highly significant when p < 0.05. As shown in the table, a

significant difference was found between the tracking errors with and without haptic aid during the longitudinal motion:

F(1,518) = 35.012 and p << 0.001. A main effect of the haptic system on the tracking performance was obtained also

in the lateral motion, with F(1,518) = 15.7 and p << 0.05.

As the tracking errors were computed differently along the longitudinal and lateral directions (see Eqs. 24, 25), a

further ANOVA analysis was conducted on longitudinal and lateral error ēx, ēy separately within each motion condition,

as shown by the boxplots in Fig. 13. The considered problem is described by a 2x2 linear mixed-effect/multilevel model

with two dependent measures (lateral and longitudinal tracking errors) and two conditions (haptic trials and manual
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Fig. 14 Experiment results: boxplots of the control activity overall the trials of each participant

Table 5 Results of the ANOVA test on the control activity for longitudinal and lateral motion separately. The
value Fstat indicates the result of the F-statistic, the values DF1, DF2 indicate the degrees of freedom, and p is
the p-value.

Longitudinal Motion Fstat DF1 DF2 pa

HA vs NoAid 39.706 1 258 1.2684e-09

Lateral Motion
HA vs NoAid 74.603 1 258 6.0969e-16

aFor p < 0.05 the result is statistically significant.

control trials). Results are shown in Table 4. The test showed that the effect of the haptic aid on the tracking performance

was statistically relevant for both errors during the longitudinal motion. Indeed, the results of the F-statistic showed the

values: F(1,258) = 21.795, p << 0.001 for ēx , and F(1,258) = 15.924, p << 0.05 for ēy . Therefore, participants were

facilitated by the haptic aid during the longitudinal motion, compared to manual control. The effectiveness of the haptic

system resulted statistically significant on the longitudinal and lateral errors also during the lateral motion. The ANOVA

test showed significant results: F(1,258) = 12.048, p < 0.05 for the longitudinal error, and F(1,258) = 7.5763, p < 0.05

for the lateral error (see Table 4).

2. Control activity

The amount of control activity was used to evaluate and compare pilot control strategy within each trial with and

without haptic aid. Fig. 14 shows the boxplots of the control activity averaged overall the trials performed by each

participant during both longitudinal and lateral motions. The black boxes indicate the manual control trials and the grey

boxes indicate the haptic trials.

A one-way analysis of variance was conducted on the results obtained for the task workload, to investigate the
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effectiveness of the haptic aid to reduce participants control effort. The results of the ANOVA test are presented in Table

5. A significant effect of the haptic system was obtained during both longitudinal and lateral motions. Specifically,

results in the longitudinal motion showed a p-value much lower than the threshold value: p << 0.05. This suggests that,

in the longitudinal motion, the haptic shared control reduced pilot control activity during the trials, as hypothesized.

The same result is obtained for the lateral motion. Indeed, the ANOVA test showed a very small p-value (see Table 5).

VI. Discussion
Overall results of the experiment showed that the haptic feedback was effective to accomplish the task with lower

tracking errors compared to manual control, during both longitudinal and lateral motions. Indeed, a significant difference

between the two conditions was achieved with the statistical analysis. A slightly less significant statistic (but still having

p-values << 0.05) was obtained for the tracking error in the lateral motion, compared to the values obtained for the

longitudinal motion. This indicates that participants behaved more similarly during the lateral motion with and without

haptic aid, and that the force feedback enhanced only slightly their performance. This result may also suggest that the

lateral motion was easier to be accomplished by the participants, compared to the longitudinal motion.

Further results analyzed the pilots control activity during each trial of the control task. Highly significant results

were obtained between the two tested conditions. This indicates that the haptic aid was effective for the participants to

reduce the control effort to accomplish the maneuver during the trials, as hypothesized. Therefore, overall pilots control

strategy was less demanding during the trials performed with the haptic feedback switched on.

VII. Conclusion
In this paper, a 2 Degrees of Freedom (DoF) haptic shared control system was designed to help pilots to accomplish

a lateral/longitudinal helicopter maneuver when no prior knowledge of the target trajectory can be assumed. Specifically,

a Pilot Intent Estimator (PIE) was employed to infer pilot intended trajectory according to pilot actions on the control

device. Then, a haptic aid was designed to track the estimated intended trajectory. To validate the proposed system, first,

a preliminary test with an experienced helicopter pilot was carried out, to assess the PIE and to obtain a preliminary

evaluation of the haptic feedback. Successively, a human-in-the-loop experiment was performed to evaluate the proposed

shared control system. Thirteen minimally-trained participants participated in the experiment. The control task was to

follow a target sphere, which performed two motions: longitudinal motion and lateral motion, with a hover condition in

between. Each participant performed the task both with and without haptic aid.

Results from the preliminary test showed that the PIE correctly estimated the pilot intention to move along one

specific direction, and the Trajectory Generator generated trajectories along the corresponding axes. The haptic feedback

was shown to facilitate the expert pilot to accomplish the task, without interfering with his control actions. Indeed, the

task workload of the expert pilot was reduced when the haptic aid was switched on.
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Successively, the test campaign with thirteen participants proved the effectiveness of the haptic shared control system

to help minimally-trained helicopter pilots to track the estimated intended trajectory. Participants in both longitudinal

and lateral motions achieved significantly better performance in terms of tracking error, compared to manual control.

Furthermore, the haptic feedback lowered participants control effort by reducing pilot control activity overall the trials.

These results show the effectiveness of the proposed 2-DoF haptic shared control system to help minimally-trained

pilots to accomplish a lateral/longitudinal helicopter maneuver with no prior knowledge of the target trajectory.

Specifically, the proposed system estimates according to pilot inputs, which is the most probable direction towards

which the pilot intends to move, and generates intended trajectories along the corresponding axis. This allows the

system to decouple pilot intention, as only one direction at a time is estimated as activated. The proposed algorithm may

be extended to estimate also coupled maneuvers which are part of helicopters control, e.g. diagonal movements in a

2-DoF lateral/longitudinal scenario. A possible easy way to extend the algorithm may be to change the decider function

for mode activation with mean values (or weighted values), such that both directions can be selected at each time instant.

Generalization of the estimation algorithm to more complex maneuvers is currently under investigation by the authors.
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