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Within the framework of complex system analyses, such as aircraft and launch vehicles,

the presence of computationally intensive models (e.g., finite element models and multidisci-

plinary analyses) coupled with the dependence on discrete and unordered technological design

choices results in challenging modeling problems. In this paper, the use of Gaussian process

surrogate modeling of mixed continuous/discrete functions and the associated challenges are

extensively discussed. A unifying formalism is proposed in order to facilitate the description

and comparison between the existing covariance kernels allowing to adapt Gaussian processes

to the presence of discrete unordered variables. Furthermore, the modeling performances of

these various kernels are tested and compared on a set of analytical and aerospace engineering

design related benchmarks with different characteristics and parameterizations. Eventually,

general tendencies and recommendations for such types of modeling problem using Gaussian

process are highlighted.

I. Introduction
Nowadays, a growing majority of aerospace design processes heavily relies on the use of computer models and

simulations, as it usually represents a faster and cheaper alternative to physical testing, while still providing results

accurate enough for most applications. Furthermore, computer simulations can also provide performance estimates in

conditions which cannot reasonably be tested (e.g., outer space behaviors). However, computer modeling also presents a

number of limitations and drawbacks. Most notably, the computation time associated to the performance simulation of

complex systems can be still considerably large. Typical examples involve computational fluid-dynamics analyses and

finite element models. This issue may become particularly problematic when the models are used within an optimization
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framework, as they usually must be called a large amount of times in order to determine the solution of the considered

problem (i.e., optimal design). In order to partially avoid this issue, a common solution consists in creating a surrogate

model of the numerical simulation codes [1], which relies on a mathematical representation of the studied function.

These surrogate models usually present a negligible computational cost when compared to the modeled functions,

which allows them, if necessary, to be evaluated a large amount of times during the optimization process. However,

the addition of this modeling layer also implies a loss of accuracy (i.e., introduction of additional modeling errors) if

compared to the actual simulation, the magnitude of which depends on the type of modeling technique that is used as

well as on its parameterization.

Among the most popular surrogate modeling techniques used within the framework of complex system design

optimization, one may find polynomial regression models [2], Artificial Neural Networks [3], Radial Basis Functions

[4], [5], Support Vector Machine Regression [6] and Multivariate adaptive regression spline [7]. More comprehensive

discussions on the differences and advantages of the various surrogate modeling techniques can be found in [1] and [8].

The main focus of this paper is relative to the use of specific modeling techniques known as Gaussian Processes [9]

(GP), which are increasingly popular methods when modeling functions with low amount of available data and/or when

dealing with computationally intensive optimization problems. The interest of GP comes from its ability to provide in

addition to a model prediction, an uncertainty prediction model (under the form of a probability distribution) that may

be used to quantify the surrogate model uncertainty and to refine the surrogate model via active learning strategies.

Most of the surrogate modeling techniques have originally been developed in order to model continuous problems (i.e.,

characterized by functions depending solely on continuous variables). However, aerospace design problems are also

confronted to the presence of discrete and categorical variables. The discrete choices may characterize, for instance,

technological or architectural alternatives. Typical examples of such discrete choices which can be encountered within

the aerospace systems are the type of material (e.g., steel, aluminum, composite), the type of rocket propulsion (e.g.,

liquid, solid, hybrid), the wing configuration (e.g., straight, delta, swept), the number of stages for a launcher, the

inclusion of auxiliary sub-systems and/or technologies (e.g., inclusion of lifting surfaces for reusable launch vehicle),

etc. Without loss of generality, the choices related to the architecture definition can be represented under the form

of discrete design variables, sometimes referred to as categorical or qualitative variables, which characterize design

alternatives and/or technological choices. Discrete variables are non-relaxable variables defined within a finite set of

choices. Discrete variables are typically divided into 2 categories: quantitative and qualitative. As the name suggests,

quantitative variables (sometimes also referred to as ordinal) are related to measurable values and by consequence, a

relation of order between the possible values of a given variable can be defined (i.e., it is possible to determine whether

a value is larger, smaller or equal to another). Quantitative discrete variables are often associated to integer variables,

although it is not a necessary requirement. When dealing with qualitative variables, instead, no relation of order can be
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defined between the possible values of a given variable. When dealing with mixed continuous/discrete variables, a

number of additional challenges, such as the absence of metrics in the discrete search space, need to be addressed in

order to be able to create an accurate and reliable surrogate model. In the recent years, a few adaptations of existing

continuous surrogate modeling techniques as well as novel modeling methods have been developed in order to be able to

model mixed continuous/discrete functions. A few reviews of existing mixed continuous/discrete surrogate modeling

techniques can be found in [10], [11] and [12].

In the context of mixed continuous/discrete problems, GP have to be created by processing a training data setD of =

samples {x8 , z8 , H8} with 8 ∈ {1, ..., =}. D can be defined as follows:

D =
{
X = {x1, ..., x=} ∈ �=G , Z = {z1, ..., z=} ∈ �=I , y = {H1, ..., H=} ∈ �=H

}
where X and Z are the matrices containing the = continuous and discrete vectors characterizing the training data set, while

y is the vector containing the associated responses (i.e., modeled function). �=G , �=I and �=H are the definition domains of

the three previously mentioned matrices. GP are increasingly popular methods when dealing with computationally

intensive functions due to their modeling performance and flexibility. They present several advantages when compared

to other surrogate modeling techniques. For instance, the training of the hyperparameters can be directly performed with

respect to the training data, and does not require auxiliary data sets, as is for instance the case when using cross-validation.

Additionally, GP can be parameterized in order to automatically handle noisy training data sets, which can for example

be encountered when considering experimental data. Furthermore, although they do not explicitly require it, GP allow

the user to easily include problem specific knowledge in the model definition, if available (e.g., specification of the

mean function and selection of the kernel). Finally, and most importantly, GP can return an estimated error associated

to prediction of the modeled function as a (virtually) computationally free bi-product, under the form of a variance

value. This particular characteristic can be useful when performing Surrogate Model-Based Design Optimization, as it

allows to define surrogate model refinement criteria characterized by a trade-off between exploitation (i.e., refinement of

the incumbent solution) and exploration (i.e., reduction of the model error and uncertainty) of the design space. GP

have been first defined to model function depending solely on continuous variables.

This paper focuses on the use of Gaussian Process in order to model computationally intensive functions which

depend simultaneously on continuous and discrete variables. Recently, different covariance models [13–16] have been

proposed to allow mixed continuous and discrete variables GP. These covariance models involve various mathematical

formalisms and subtleties. The main objectives are to propose a unified formalism to facilitate the description and

comparison between different covariance models that are at the core of mixed-GP. A comprehensive discussion is

provided on the necessary steps required to model mixed-variable functions using GP and the advantages and drawbacks

of the different techniques. Moreover, the modeling performances of the described existing approaches are assessed on
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a set of analytical test-cases (five toy cases of various dimension and complexity) and aerospace engineering design

problems (rocket engine performance simulation and launcher thrust frame structural analysis). General tendencies and

recommendations for such a type of surrogate models are provided.

Following this introduction, in the second Section a brief theoretical overview of Gaussian Processes is provided. In

the third Section, the construction of valid discrete variable kernels is discussed, and the existing kernels are re-defined

within this formalism, thus allowing to better highlight and discuss the differences between the presented kernels. In the

fourth Section, the discrete kernels are compared from a performance perspective by testing their modeling capabilities

on five of analytical toy cases and two aerospace design test-cases of varying complexity. In the fifth Section the obtained

results are described and discussed, and finally the relevant conclusions are provided in the sixth and last Section.

II. Gaussian Process surrogate models
The core concept of Gaussian Process-based surrogate modeling (sometimes also referred to as Kriging [17], [18]) is

to predict the response value H∗ of a black-box function 5 (·) for a generic unmapped input {x∗, z∗} through an inductive

procedure. Generally speaking, the larger the training data set is, the more accurate the model will be. However, it is

important to note that the choice of samples that are included in the training set also influences the modeling accuracy,

as is discussed later in the paper. In its most generic definition, a Gaussian Process is a collection of random variables,

any finite number of which have a multivariate joint Gaussian distribution, or alternatively is a generalization of the

Gaussian probability distribution[9]. In other words, instead of describing the probability distribution of random scalar

or vectorial variables, GP map the probability distribution of the possible regression functions. A generic Gaussian

Process . (x, z) is characterized by its mean function `:

`(x, z) = E[. (x, z)] (1)

with E[·] the mathematical expectation, and its covariance function:

�>E (. (x, z), . (x′, z′)) = � [(. (x, z) − `(x, z)) (. (x′, z′) − `(x′, z′))] (2)

and if a generic function 5 (·) follows a GP, it can be expressed as:

5 ∼ �%(`(·), �>E(·)) (3)

The mean function parameterization can technically be defined by the user in order to better represent the modeled

function. In most real-life engineering design cases, insufficient information regarding the global trend of the modeled

functions is known, and it is therefore complicated to choose the appropriate trend and relative parameterization of `(·).
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In these cases, it is common practice to consider the regression function `(·) as a being constant with respect to the

design space [19]:

`(x, z) = ` (4)

The covariance function �>E(·) is usually defined through the use of a parameterized covariance kernel. The kernel

is used to model the covariance between two elements as a symmetric positive definite function of the values of the

coordinates of the elements : ({x, z}, {x′, z′}) (see Section IV). The most known kernels are the Squared Exponential

kernel (also known as Radial Basis Function), the Rational Quadratic kernel, the Matérn kernel, etc.. The prior mean and

prior covariance are updated by relying on the information on the modeled function provided by the data set D, which

enables to provide a more insightful model of the considered function. The predicted value 5 ∗ of this function at an

unmapped location {x∗, z∗} is then computed under the form of a Gaussian distribution conditioned on the data set [9]:

5 ∗ |x∗, z∗,X,Z,Y ∼ N
(
Ĥ(x∗, z∗), B̂2 (x∗, z∗)

)
(5)

In other words, the GP provides the predicted value of the modeled function at an unmapped location {x∗, z∗} under the

form of a mean value Ĥ(x∗, z∗):

Ĥ(x∗, z∗) = E[ 5 ∗ |x∗, z∗,X,Z,Y] (6)

= ` + �>E(. (x∗, z∗), . (X,Z))�>E(. (X,Z), . (X,Z))−1 (Y − `)

= ` + 7) (x∗, z∗)K−1 (y − 1`)

and associated variance B̂2 (x∗, z∗):

B̂2 (x∗, z∗) = +0A ( 5 ∗ |x∗, z∗,X,Z,Y) (7)

= �>E(. (x∗, z∗), . (x∗, z∗)) −

�>E(. (x∗, z∗), . (X,Z)) �>E(. (X,Z), . (X,Z))−1 �>E(. (X,Z), . (x∗, z∗))

= : ({x∗, z∗}, {x∗, z∗}) − 7) (x∗, z∗)K−17(x∗, z∗)

where K is the = × = Gram covariance matrix containing the covariance values between the = sample of the data set:

K8, 9 = �>E (. (x, z), . (x′, z′)) = : ({x, z}, {x′, z′}) (8)
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y is a = × 1 vector containing the responses corresponding to the = data samples:

H8 = 5 (x8 , z8) for 8 = 1, . . . , = (9)

1 is a = × 1 vector of ones and finally 7 is an = × 1 vector containing the covariance values between each sample of the

training data set and the point at which the function is predicted:

78 (x∗, z∗) = �>E(. (x∗, z∗), . (x8 , z8)) = : ({x∗, z∗}, {x8 , z8}) for 8 = 1, . . . , = (10)

III. Mixed-variable Gaussian Process modeling
As mentioned in the introduction, there are relatively few techniques allowing to model functions which depend

simultaneously on continuous and discrete variables using GP. Reviews and comparisons of the existing techniques

can be found in [12] and [15]. The most commonly used approach when dealing with this kind of functions consists

in creating a separate and independent GP model for every category (i.e., combination of discrete variable values) of

the considered problem by relying solely on the training data relative to said category. In the remainder of this paper,

this approach is referred to as Category-wise surrogate modeling. However, within the framework of computationally

intensive function to be modeled it is often unfeasible to provide the amount of data for each category of the problem

necessary to model the considered function accurately enough. This issue becomes particularly relevant when dealing

with problems characterized by a large number of categories [12]. For this reason, in this paper the concept of

mixed-variable surrogate modeling is explored. The underlying idea is to maximize the use of the information provided

by the training data set by creating a single mixed continuous/discrete GP with the entirety of the available data rather

than distributing the available information over several independent continuous surrogate models. For illustrative

purposes, the following simple mixed-variable function 5 (·) is considered:

5 (G, I) = cos(G) + 0.5I (11)

G ∈ [0, 7], I ∈ {0, 1}

If few data samples are available in order to model the function, the prediction provided by the separate continuous

GP defined with respect to the two categories of the considered function might be highly inaccurate, as is shown in

the top half of Figure 1. If instead the exact same data samples are used in order to create a mixed-variable GP, the

prediction is considerably more accurate over the entirety of the search space, while the associated variance is also

reduced, as is shown in the lower part of Figure 1. By relying on mixed-variable surrogate modeling rather than

category-wise modeling, it is therefore possible to better exploit the information provided by the data samples defined in
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Fig. 1 Comparison between independent category-wise modeling and mixed-variable modeling

the mixed-variable search space, thus improving the modeling accuracy.

IV. Gaussian Process kernels
The covariance function : (·) is the core component of a Gaussian Process based surrogate model [9]. Loosely

speaking, the purpose of this function is to characterize the similarity between distinct data samples in the design space

with respect to the modeled function. In order for a function : (·) to represent a valid covariance, there are two main

requirements [20]. More specifically, the function must be symmetric:

: ({x, z}, {x′, z′}) = : ({x′, z′}, {x, z}) (12)

and positive semi-definite over the input space, i.e.:

=∑
8=1

=∑
9=1
080 9 : ({x, z}, {x′, z′}) ≥ 0 (13)

∀= ≥ 1, ∀(01, . . . , 0=) ∈ R= and ∀{x, z}, {x′, z′} ∈ �G × �I
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Alternatively, a positive semi-definite function can also be defined by ensuring that the = × = matrix constructed by

computing each element K8, 9 as:

K8, 9 = : ({x8 , z8}, {x 9 , z 9 }) for 8, 9 = 1, . . . , = (14)

is positive semi-definite:

a)Ka ≥ 0 ∀ a ∈ R= (15)

Thanks to the characteristics mentioned above, a valid covariance function can, by construction, be defined as a

parameterizable Hilbert space kernel [9], as is discussed in the following paragraphs.

In order to define a unified formalism for the different existing kernels for mixed continuous and discrete variables a brief

introduction to Hilbert space kernels is discussed firstly within the purely continuous case, and then it is extended to the

mixed-variable case in the subsequent paragraphs. This formalism allows to define all the various approaches under a

unified form to ease the understanding and the comparison. Let �G ⊆ R=G be a non-empty set, a kernel function on �G ,

: : �G × �G → R can be defined if there exists an R-Hilbert space and a mapping q : �G →H such that ∀x, x′ ∈ �G :

: (x, x′) := 〈q(x), q(x′)〉H (16)

where 〈·, ·〉H is the inner product on the Hilbert spaceH . By definition, an inner product defined in a Hilbert space

must be [21], [22]:

• bi-linear: 〈U1q(x) + U2q(x′), q(x′′)〉H = U1〈q(x), q(x′′)〉H + U2〈q(x′), q(x′′)〉H

• symmetric: 〈q(x), q(x′)〉H = 〈q(x′), q(x)〉H

• positive: 〈q(x), q(x)〉H ≥ 0, 〈q(x), q(x)〉H = 0 if and only if q(x) = 0

for any x, x′, x′′ ∈ �G . The Hilbert space H can be seen as a space onto which specific features of the considered

design variables are mapped. If necessary, multiple mappings and associated kernels can be defined for the same design

variable in case several distinct features of the considered variable must be taken into account. In order to better capture

and model the dependence of the GP covariance function with respect to the various variables of the design space,

both the mapping function q(·) and the Hilbert space inner product 〈·〉H can depend on a number of hyperparameters

parameters [9]. Depending on the characteristics of the modeled function, some specific kernel choices might be

more appropriate than others. In general, a preliminary analysis of the problem at hand is necessary in order to select

the kernel which can provide the most accurate and/or robust modeling. Nevertheless, the concepts presented in this

work are valid and applicable regardless of the type of kernels which is chosen in order to model the influence of the

continuous design variables on the considered functions.
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A. Kernel operators

For complex functions, a single kernel may not be sufficient in order to capture the different influences of the

various design variables. The main reason for this limitation is that the same single set of hyperparameters is used to

characterize the covariance between every dimension of the compared samples. For this reason, it is common practice

to combine kernels defined over various sub-spaces of the the design variables definition domain. This results in a valid

kernel defined over the entire search space which provides a more accurate modeling of the considered function. It

can be shown that kernels can be combined while still resulting in a valid covariance function, as long as the chosen

operator allows it [21]. In this paper, the three following kernel operators are considered:

• Sum

Let :1 (·) be a kernel defined on the input space �G1 and :2 (·) be a kernel defined on �G2 . It can be shown that

: (·) = :1 (·) + :2 (·) is a valid kernel on the input space �G = �G1 × �G2 .

• Product

Let :1 (·) be a kernel defined on the input space �G1 and :2 (·) be a kernel defined on �G2 . It can be shown that

: (·) = :1 (·) × :2 (·) is a valid kernel on the input space �G = �G1 × �G2 . Furthermore, let : (·) be a kernel defined

on the input space �G and U ∈ R+, U: (·) is also a valid kernel on �G .

• Mapping

Let : (·) be a kernel on �G , let �̃G be a set and let � : �̃G → �G be a mapping function. Then :̃ (·) defined as

:̃ (x, x′) := : (�(x), �(x′)) is a kernel on �̃G

The kernel operators can be used in order to combine kernels in various fashions. Two popular examples are the ANOVA

and the exponential kernel [23]:

• ANOVA: : ({G1, G2}, {G ′1, G
′
2}) = (1 + :G1 (G1, G

′
1)) × (1 + :G2 (G2, G

′
2))

• Exponential: exp(: (G, G ′)) = ∑==∞
==0

: (G,G′)=
=!

The combination of kernels has two main advantages: first, it enables to define distinct kernels over different design

variables, which allows to better capture and model the influence the various design variables on the modeled function.

Furthermore, different kernels can also be combined in order to model more accurately different trends characterized by

the same design variable or group of variables.

A popular approach when dealing with multidimensional problems consists in defining a single separate kernel

:3 (·) for each dimension 3 the considered problem depends on, and computing the global kernel as the product between

one-dimensional kernels [23]:

: (x, x′) =
=G∏
3=1

:3 (G3 , G ′3) (17)

where =G represents the total dimension of the input space �G . By doing so, each variable of the modeled function

can be associated to a specific kernel parameterization (for instance Squared-exponential, Matérn52, Matérn32 for the
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continuous variables) as well as a set of specific associated hyperparameters, thus providing a more flexible modeling of

the considered function.

The same logic is relied on in order to deal with mixed-variable problems. Rather than defining a kernel on the

mixed continuous/discrete design space valid by construction, the developed approach consists in defining two distinct

and independent kernels: :G (·) with respect to the continuous variables x and :I (·) with respect to the discrete variables

z. Subsequently, the mixed variable kernel : ({x, z}, {x′, z′}) can be defined as:

: ({x, z}, {x′, z′}) = :G (x, x′) × :I (z, z′) (18)

Moreover, the kernel defined above can be further decomposed as a product of one-dimensional kernels, similarly to

what is shown in Eq. 17. The resulting mixed-variable kernel can then be defined as:

: ({x, z}, {x′, z′}) =
=G∏
3=1

:G3 (G3 , G ′3)
=I∏
3=1

:I3 (I3 , I′3) (19)

Eq. 17 describes the construction of a kernel characterizing the covariance between continuous data samples.

However, it can be noticed that no assumption on the nature of the considered design variables is required for the

kernel to be valid [22]. The kernel construction procedure discussed above can therefore be extended to any type of

design variable, as long as a proper mapping and associated Hilbert space can be defined. In the following section, the

construction of kernels defined with respect to discrete variables (regardless of whether qualitative or quantitative) is

discussed. Discrete variables are characterized as non-relaxable variables defined within a finite set of choices, named

levels in the following (for instance for the material choices, different levels might be steel, aluminum, composite, etc.),

and characterized by an absence of relation of order between the possible choices.

V. Discrete kernels
In order to define kernels allowing to characterize the covariance between the values of a discrete variable z, the

basic principle is the same as for continuous variables [21]. The kernel is computed as the inner product between the

mappings of the two considered discrete variable samples onto a Hilbert space:

:I (z8 , z 9 ) := 〈q(z8), q(z 9 )〉H (20)

The main difference with what is described in the previous section lies within the fact that the discrete variables that are

considered present a finite number of possible values (i.e., levels) and by the fact that the numerical representation

assigned to the considered variables levels is usually arbitrary, and does therefore not yield useful information for the
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kernel construction. By consequence, the mapping of a discrete variable onto a Hilbert space may be different than for a

continuous variable as it cannot directly depend on the exact values assigned to the considered variable levels. The

discrete kernels discussed in the following paragraphs are defined for one-dimensional inputs (i.e., one dimensional

discrete variables). The global discrete kernel can then be computed as the product between the one-dimensional

kernels, as already shown in Eq. 17:

: (z, z′) =
=I∏
3=1

:I3 (I3 , I′3) (21)

An alternative way of describing a discrete kernel can be obtained by exploiting the fact that each discrete variable is

characterized by a finite number of levels, as is discussed in [13]. By consequence, the kernel function also returns a

finite number of covariance values. It is therefore possible to define a ; × ; matrix T containing the covariance values

provided by the kernel:

T<,3 = :I (I8 = I<, I 9 = I3) (22)

By relying on this approach, the validity of a given kernel :I (·) can be ensured a posteriori by showing that the matrix

T is always symmetric and positive semi-definite for bounded hyperparameter values.

In the following paragraphs, existing kernels for discrete variables are presented. Furthermore, a valid construction

under the kernel Hilbert space formalism described by Eq. 16 is proposed for each kernel, thus allowing to better

highlight and compare their inherent characteristics.

A. Compound Symmetry

The first and most simple discrete kernel to be considered is the Compound Symmetry (CS), characterized by a

single covariance value for any non-identical pair of inputs [16]:

: (I, I′) =


f2
I if I = I′

\ · f2
I if I ≠ I′

(23)

where f2
I and 0 < \ < 1 are respectively the variance and the hyperparameter associated to the CS kernel. By definition,

in case the input data samples are identical, the kernel returns the associated variance value f2
I , as it can be seen in

Eq. 23. Alternatively, the variance computed between any pair of non-identical data samples is independent from the

inputs, and is equal to a value ranging from 0 to f2
I . In order to show that the CS is a valid kernel, it is first necessary to
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perform the same task with a delta function X(I8 , I 9 ) defined as:

: (I, I′) = X(I, I′) =


1 if I = I′

0 if I ≠ I′
(24)

Let I be a discrete variable characterized by ; levels and let q(·) be a mapping of the discrete input space onto a

;-dimensional Hilbert space: q(I) : �I → R; . The mapping is defined in such a way that the only non-zero coordinate

of the image in the Hilbert space corresponds to the dimension associated to the mapped level. This is sometimes

referred to as the dummy coding or one-hot coding of a discrete variable [24]. An example of the mapping described

above for a generic discrete variable characterized by 4 levels is provided below:

I ∈ {I1, I2, I3, I4} →



q(I = I1) = [1, 0, 0, 0]

q(I = I2) = [0, 1, 0, 0]

q(I = I3) = [0, 0, 1, 0]

q(I = I4) = [0, 0, 0, 1]

By defining the inner product on the Hilbert space presented above as a standard Euclidean scalar product, the resulting

kernel, valid by construction, is equal to the delta function:

〈q(I), q(I′)〉 = q(I)) q(I′) = XI (I, I′) (25)

Finally, the CS kernel defined in Eq. 23 can be defined through the following combination of delta function and constant

kernels:

: (I, I′) = f2
I (22:1 (I, I′) + 21) = f2

I ((1 − \)XI (I, I′) + \) (26)

The kernel above is always valid as long as the constants 21 and 22 are positive, which is ensured by bounding \ ∈ [0, 1].

It should be pointed out that the CS kernel presented in the previous paragraphs is nearly identical to the one proposed by

Hutter and Halstrup in [25] and [26], although the construction differs. The approach proposed in these works consists

in defining a distance in the mixed-variable search space by relying on the concept of Gower distance [27]:

36>F ({x, z}, {x′, z′}) =
∑=G
3=1

|G3−G′3 |
ΔG3

=G
+

∑=I
3=1 X(I3 , I

′
3
)

=I
(27)

where ΔG3 is the domain range of the continuous variable G3 . This distance can then be rescaled and used in order to

compute the covariance as a function of the Gower distance between data samples by relying on a continuous squared
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exponential kernel (or any other distance based kernel):

: (I, I′) = fI exp
(
−\36>F ({x, z}, {x′, z′})2

)
(28)

It can be easily shown that by selecting the appropriate parameterization, the results provided by the kernels defined in

Eq. 23 and 28 are identical.

The CS kernel presented in the paragraph above provides a very simple method allowing to model the effect of a given

discrete design variable by relying on a single hyperparameter. However, the underlying assumption which is made

when considering the CS kernel is that the covariance between any pair of non identical levels of a given discrete

variable is the same, regardless of the considered levels. This assumption may often be overly simplistic, especially

when dealing with discrete variables which present a large number of levels. In this case, the modeling error introduced

by CS kernel can become problematic, and alternative kernels should be considered. It is also important to point out

that the CS kernel formulation, as presented in Eq. 23, can only return positive covariance values (by construction).

This characteristic further limits the number of suitable applications for this particular covariance function. Finally,

it is worth mentioning that Roustant et al. have extended the CS kernel in order to model mixed-variable functions

characterized by discrete variables with a large number of levels [16]. The underlying idea is to group levels with similar

characteristics, thus allowing to compute the covariance between these groups rather than between the levels.

B. Hypersphere decomposition kernel

A second discrete kernel considered in this paper is the hypersphere decomposition kernel, first proposed by Zhou et

al. [13]. The working principle of the kernel is based on mapping each of the ; levels of the considered discrete variable

onto a distinct point on the surface of a ;-dimensional hypersphere:

q(I) : �I → R; (29)

q(I = I<) = fI [1<,0, 1<,1, . . . , 1<,;]) for < = 1, . . . , ;
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where 1<,3 represents the 3-th coordinate of the <-th discrete variable level mapping, and is computed as follows:

1<,3 = 1 for < and 3 = 1

1<,3 = cos \<,3
3−1∏
:=1

sin \<,: for 3 = 1, . . . , < − 1

1<,3 =

3−1∏
:=1

sin \<,: for 3 = < ≠ 1

1<,3 = 0 for 3 ≥ < ≠ 1

with −c ≤ \<,3 ≤ c. It can be noticed that in the equations above, some of the mapping coordinates are arbitrarily set

to 0. This allows to avoid rotation indeterminacies (i.e., an infinite number of hyperparameter sets characterizing the

same covariance matrix), while also reducing the number of parameters required to define the mapping. The resulting

kernel is then computed as the Euclidean scalar product between the hypersphere mappings presented above:

: (I, I′) = q(I)) q(I′) (30)

This kernel construction defined above is equivalent to the original formulation [13], in which the discrete kernel

is defined as an ; × ; symmetric positive definite matrix T containing the covariance values between the discrete

variable levels. In order to ensure the positive definiteness of this matrix, it is defined through the following Cholesky

decomposition:

T = L)L (31)

where each element of L8, 9 is computed as 18, 9 :

L = fI



1 0 . . . . . . 0

cos \2,1 sin \2,1 0 . . . . . .

...
...

...
...

...

cos \;,1 sin \;,1 cos \;,2 . . . cos \;,;−1
∏;−2
3=1 sin \;,3

∏;−1
3=1 sin \;,3


(32)

Differently than the CS kernel, the hypersphere decomposition kernel can return a different covariance value for each

pair of levels characterizing the considered discrete variable. Furthermore, with the proper hyperparameters this kernel

function can also return negative values, as each covariance value is computed as the product between a number of sine

and cosine functions, which range from −1 to 1. However, it should also be highlighted that a part of the hyperparameters

characterizing this kernel (i.e., \;,3) influence several covariance values simultaneously and that furthermore, part of the

14



covariance values can depend on several hyperparameters simultaneously. As a result, determining the optimal value of

each hyperparameter might be more complex when compared to simpler kernel parameterizations such as CS.

C. Latent variable kernel

Similarly to the hypersphere decomposition kernel, the Latent Variable (LV) kernel, first proposed by Zhang et al.

[28], is constructed by mapping the discrete variable levels onto a continuous Hilbert space. However, in the latent

variable approach, the discrete variable levels are mapped onto a 2-dimensional Euclidean space regardless of the

number of discrete levels, rather than on the surface of an ;-dimensional hypersphere. The notion of latent variables

comes from the fact that the latent variables are unobserved, they correspond to a mathematical representation of the

discrete levels into a 2-dimensional Euclidean space. This mapping can be defined as follows:

q(I) : �I → R2 (33)

q(I = I<) = [\<,1, \<,2]) for < = 1, . . . , ;

where \<,1 and \<,2 are the hyperparameters representing coordinates in the 2-dimensional latent variable space

onto which the discrete variable level < is mapped. By consequence, the set of hyperparameters characterizing this

kernel is represented by the ; pairs of latent variable coordinates associated to a given discrete variable. For clarity

purposes, an example of the mapping of a discrete variable characterizing the material choice property of a hypothetical

system is provided in Figure 2. For instance, each material choice represented in Figure 2 corresponds to a point

into a 2-dimensional Euclidean space and the coordinates of the point are the hyperparameters that are optimized

(corresponding to the latent variable coordinates).

material = {aluminum, steel, titanium, composite} 

x1

x2

Fig. 2 Example of latent variable mapping for a generic discrete variable characterizing the ’material choice’
characteristic.

Let q : �I → R2 be the mapping defined in Eq. 33, by applying the mapping rule discussed in Section IV.A, it can be
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shown that a kernel :̃ (·) valid on R2 can be used in order to define a kernel : (·) valid on �I in the following fashion [21]:

: (I, I′) = :̃ (q(I), q(I′)) (34)

By consequence, any of the continuous kernels valid on R2 can be coupled with the latent variable mapping in order to

define a valid kernel on the discrete search space �I . Although in the original formulation of the method, the following

squared exponential kernel is considered:

: (I, I′) = f2
I exp( | |q(I) − q(I′) | |22) (35)

alternative continuous kernels could technically be used without loss of generality. It can be noticed that no lengthscale

parameter \ appears in the squared exponential kernel as defined in Eq. 35. The reason behind this is that the distance

between the latent variables already directly depends on the hyperparameter values (i.e., the latent variables coordinates),

and by consequence a lengthscale parameter would be redundant. Similarly to the hypersphere decomposition kernel

previously discussed, the latent variable kernel requires removing the translation and rotation indeterminacies on the

latent variable value estimations. Zhang et al. suggest fixing one of the latent variables coordinate pair to the origin of

the 2-dimensional latent search space (e.g., {\0,1, \0,2} = {0, 0}), and a second pair on the \1 axis (i.e., \1,1 = 0).

The latent variable kernel construction discussed above relies on mapping the discrete variable levels onto a

2-dimensional Hilbert space. This choice is arbitrary as the mapping can technically be performed onto a higher

dimensional space in order to provide a larger flexibility and improve the modeling accuracy of the model. However,

Zhang et al. [28] stated that the theoretical improvement of modeling performance does not compensate the increase

in the number of hyperparameters to be tuned, and identify therefore the 2-dimensional latent space as the optimal

trade-off between the kernel modeling capabilities and the number of associated hyperparameters. Similarly to the

hypersphere decomposition kernel, the latent variable kernel allows to define a distinct covariance value between every

pair of levels. However, due to the fact the covariance values are computed as a function of the distance between latent

variables in a continuous space, as shown in Eq. 35, the returned values can not be negative, which partially limits the

modeling capabilities of the LV discrete kernel.

By mapping the levels of the considered discrete variable onto a 2-dimensional latent space and by characterizing

the covariance between these levels as the Euclidean distance between the latent variables, the latent variable kernel

provides an intuitive visual representation of how the levels are correlated to each other, as is shown in Figure 2. In

this figure, the distance between the latent variables (i.e., red dots) associated to the various materials is inversely

proportional to the covariance between the relative levels. For instance, with the considered hyperparameter values, the

computed covariance between the aluminum and steel choices would be larger than the one between the aluminum and
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the composite choices.

D. Coregionalization

The last discrete kernel considered in this paper is based on the definition of a coregionalization matrix [14]. This

approach is originally developed for the modeling of vector valued functions with respect to a continuous search space,

i.e., functions returning multidimensional outputs rather than scalar values, f : �G → R=>DC ?DCB , where =>DC ?DCB is the

size of the output vector. The underlying idea of the original formulation is to exploit the existing correlation between

the various outputs in order to improve the modeling accuracy with respect to the separate and independent modeling of

each output. For purely continuous functions, the Linear Model of Coregionalization (LMC) approach, as defined in

[29], consists in computing each component prior 53 of the prediction vector as a sum of Q groups of independent latent

GP models D8@ (x) , where each GP group @ of size '@ shares the same covariance function:

53 (x) =
&∑
@=1

'@∑
8=1

083,@D
8
@ (x) (36)

with 08
3,@

being scalar coefficients. The notion of latent GP models comes from the fact that the observed output 5 (·, ·)

is defined as a linear combination of unobserved GP models D8@ (·). When considering this kind of models, the resulting

vector valued kernel (i.e., one covariance function value per output) can be written as:

K(x, x′) =
&∑
@=1

B@:@ (x, x′) (37)

where :@ (·) is the kernel associated to the group of GP D@ , while B@ is the coregionalization matrix, containing the

elements 1@
3,3′ which characterize the cross-covariance between the predictions 3 and 3 ′ associated to D@ . The LMC

can be simplified into the Intrinsic Coregionalization Model (ICM) by considering a single kernel (i.e., & = 1) [30],

which results in the following expression of the multiple output covariance matrix:

K(X,X) = B ⊗ k(X,X) (38)

where ⊗ is the Kronecker product between matrices and k(X,X) is the Gram covariance matrix computed on the

continuous part of the training data set. The equation above is equivalent to:

K(x, x′) = B × : (x, x′) (39)
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Without loss of generality, the concept of coregionalization can be applied to the modeling of mixed variable problems

by considering the modeled function as returning an independent output for each level of the considered discrete variable.

In this case, the coregionalization matrix becomes the matrix containing the covariance values between the discrete

variable levels.

B<,3 = :I (I = I<, I′ = I3) = T<,3 (40)

In order for the ICM to represent a valid kernel, it is necessary for the coregionalization matrix B to be symmetric

and positive semi-definite. Similarly to the hypersphere decomposition, the kernel defined above can be obtained by

mapping the levels of the considered discrete variable onto an ;-dimensional continuous space:

q : �I → R; (41)

q(I = I<) = [\<,0, \<,1, . . . , \<,;]) for < = 1, . . . , ;

However, differently than for the hypersphere decomposition kernel, the Cartesian coordinates of the locations onto

which the discrete levels are mapped are directly considered as hyperparameters. By defining the inner product on the

;-dimensional Hilbert space a Euclidean scalar product, a valid discrete kernel can then be defined:

: (I, I′) = q(I)) q(I′) (42)

It can be shown that Eq 38 and Eq. 42 yield the same covariance values by exploiting the fact that any positive

semi-definite matrix B can be obtained as the product between a real valued matrix W and its transpose [31]:

B = W)W (43)

If W is defined as the ; × ; matrix containing the hyperparameters onto which each level of the considered discrete

variable is mapped, the equivalence between Eq. 38 and Eq. 42 within the scope of coregionalization applied to discrete

variable kernels is shown.

It is important to point out that when adapting the ICM to the modeling of mixed-variable functions, the underlying

assumption is that only one discrete variable is considered, the levels of which are associated to independent outputs of

a vector valued function. However, the kernel defined in the paragraphs above is, by construction, valid on a discrete

dimension, regardless of the presence of other discrete variables. It can therefore be applied in a multi-dimensional

discrete search space framework without loss of generality. Similarly to the hypersphere decomposition case, the

coregionalization approach allows to characterize both positive and negative covariance values between the discrete

variable levels. Finally, it can be noticed that differently than the hypersphere decomposition and latent variable kernels,
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the coregionalization kernel provides by construction an independent variance value for each level of the modeled

variable. This resulting property, known as heteroscedasticity, is further discussed in Section VI.B.

E. Discrete kernel comparison

The various discrete kernels described in the previous paragraphs present specific advantages and weaknesses which

must be taken into account when selecting the most suitable kernel parameterization for the modeling of a given problem.

For clarity purposes, the main characteristics of the presented discrete kernels are summarized in Table 1. In Figure 3,

the number of hyperparameters characterizing each kernel as a function of the number of levels are represented.
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Fig. 3 Number of hyperparameters characterizing each kernel as a function of the number of levels.

Table 1 Advantages and weaknesses of discrete kernel parameterizations. The acronyms refer to the following
kernels: CS: Compound Symmetry, HS: Hypersphere Decomposition, LV: Latent Variable, CN: Coregionaliza-
tion.

Kernels
Hyperparameter Different Negative Inherently
scaling w.r.t. ; covariance per covariance values heteroscedastic

level pair
CS 1 No No No
HS ; (; − 1)/2 Yes Yes No
LV 2; − 3 Yes No No
CN ;2 Yes Yes Yes

It can be noticed that the scaling of the number of hyperparameters with respect to the number of levels ; of

the considered discrete variable varies considerably between the various kernels. This must be taken into account

when selecting the appropriate kernel, as a large set of hyperparameters might be difficult to tune when relying on

an insufficient amount of training data. On the contrary, simplistic kernel parameterizations, such as the CS, might
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be inadequate for variables with large number of levels in case sufficient data is available. It can also be noticed

that the coregionalization kernel is the only one which allows to provide a heteroscedastic GP model. However, this

limitation can be partially solved by including an additional term in the considered kernel which results in a different and

independent variance associated to each discrete level. The description of this extension can be found in Section VI.B.

VI. Considerations on mixed-variable Gaussian Processes

A. Category-wise and level-wise mixed-variable kernels

In the previous paragraphs, only kernels for one-dimensional discrete vectors are discussed. However, most

of the considered problems depend on multiple discrete variables, in which case two different approaches can be

chosen: treating each dimension (i.e., each discrete variable) separately and independently or defining a kernel on the

combinatorial discrete search space. In this paper, these approaches are referred to as Level-wise and Category-wise

kernels.

The Level-wise approach is based on considering each discrete variable separately and defining an independent

kernel for each one of them. In this case, the various kernels are tasked with computing the covariance between the

various levels of each variable. This allows to more easily identify the specific influence of the considered discrete

variables and thus select the most suitable kernels, although this might require some previous knowledge on the modeled

function. Furthermore, the resulting model usually requires fewer hyperparameters in order to be defined. However,

dealing with each dimension separately implies considering that each dimension is independent from the others [32].

In practice, this means that the covariance between two levels (i.e., possible values) of a given discrete variable is

independent from the similarity of the 2 compared samples with respect to the other discrete variables. In some cases,

this assumption may be false.

Alternatively, the Category-wise kernel definition allows to avoid this kind of issues. The main idea is to define

the kernel on the combinatorial discrete search space rather than separately on each dimension of the input space. By

doing so, the resulting kernel allows to compute the covariance between discrete variable levels combinations (i.e.,

categories) rather than between discrete variable levels. However, the drawback of this approach is that the number of

hyperparameters required to describe such a kernel tends to scale exponentially with the number of discrete variables.

By consequence, larger amounts of data are usually required in order to properly learn the modeled function trends. If

this condition is not satisfied, this solution tends to provide worse modeling performance than the level-wise approach.

A second drawback of the category-wise approach is that data samples belonging to every category of the considered

problem are necessary in order to train the model. This can be problematic when dealing with computationally intensive

problems characterized by a large number of categories. Instead, the level-wise approach uses learned level correlations

to predict in a particular category which is not present within the data set. It means that, as a category is defined as
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a combination of a specific level for each discrete variable, it is not necessary to have in the initial data set a data

for each category but only a data for each level of the discrete variables. When only a single discrete variable is

considered, level-wise and category-wise approaches are equivalent. Finally, it can be noted that when considering a

category-wise approach, the input of the global discrete kernel can be represented under the form of a scalar (i.e., a

single discrete variable) characterizing the category the considered sample belongs to rather than the level values of its

discrete variables.

It is important to keep in mind that category-wise modeling and category-wise kernel are two distinct and different

approaches for the modeling of mixed-variable functions. Indeed, category-wise modeling refers to the creation of a

separate and independent continuous GP for every category of the considered function, whereas the category-wise kernel

approach refers to the creation of a discrete kernel allowing to compute the covariance between the categories of the

considered discrete variables. Separate and independent continuous GP, category-wise kernel and level-wise approach

are evaluated in the benchmark of analytical toy cases and aerospace engineering design problems (see Section VII).

B. Surrogate model scedasticity

Within the framework of continuous GP, it is common practice to consider the model as being homoscedatic, which

translates to a constant variance value with respect to the design space:

: (x∗, x∗) = f2 (44)

When the GP kernel is defined as the product of one-dimensional continuous and discrete kernels, as in Eq. 19, the

homoscedastic variance can be interpreted as the product between the variances associated to each one of the kernels:

f2 =

=G∏
3

f2
G

=I∏
3

f2
I (45)

Although the homoscedasticity assumption is often acceptable in the purely continuous case, it may be overly simplistic

in the mixed continuous/discrete case, as the discrete variables may be associated to large variations of the modeled

function global trend. In these cases, it may be necessary to model the kernel variance so that its value depends on the

input data sample, thus obtaining what is referred to as a heteroscedastic GP. In the most general case, the heteroscedastic

mixed-variable GP variance should vary as a function of both continuous and discrete variables. However, as this work

paper is mainly on the discrete aspects of mixed-variable GP and in order to reduce the model training complexity, in

this paper the variance is only considered to vary as a function of the discrete variables z:

f({x∗, z∗}, {x∗, z∗}) = f2 (z∗, z∗) (46)
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In general, a prior knowledge of the global trend of the modeled function allows to determine which choice, between

a homoscedastic and a heteroscedastic model is more suitable for a given problem. In this paper, it is assumed that

no prior information on the modeled function is known, and both alternatives are tested for the considered kernel

parameterizations. Finally, it is important to note that considering a heteroscedastic discrete kernel has a different

influence for Level-Wise and Category-Wise kernels, due to the fact that in the first case a different variance value is

associated each level of each discrete variable, whereas in the latter a different variance value is associated to each

category of the considered problem.

The heteroscedasticity of a mixed-variable function can be easily shown by considering the simple test-function shown

in Figure 4 and defined as follows:

5 (G, I) =


sin(7G) if I = 0

2 sin(7G) if I = 1
(47)

The variances associated to the two categories of the considered function (which in this case are equivalent to the
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Fig. 4 Category-wise independent modeling of a heteroscedastic mixed variable function

levels of the variable I) can be compared by modeling it with two independent GP models obtained by considering

identical continuous data sets, as shown in Figure 4. In general, the optimal variance value depends on the size and on

the values of the specific data set with respect to which the models are trained. However, by repeating the comparison

over several data sets it can be shown that on average the variance associated to the first category of the problem (i.e.,

I = 0) is approximately 4 times smaller than the one associated to the second category of the problem (i.e., I = 1). This

is highlighted in Figure 5, where the estimated optimal variance associated to the two categories computed over 20

repetitions is provided for 3 different data set sizes. The results show that in general, a heteroscedastic mixed-variable

kernel should therefore yield more accurate predictions when dealing with functions presenting similar characteristics.

The heteroscedastic variance function defined in Eq. 46 can be characterized as a discrete kernel, similar to the ones
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Fig. 5 Estimated optimal variance associated to the two categories of a heteroscedastic example for various
data set sizes over 20 repetitions per size

presented in the previous paragraphs:

f2 (z8 , z 9 ) =
=I∏
3=1

:I3 (I83 , I
9

3
) (48)

where each kernel :I3 can be constructed by mapping each level characterizing the discrete variable I3 onto a

hyperparameter characterizing the variance associated to the level:

q(I) : �I → R (49)

q(I<) = \< for < = 1, . . . , ;

and by defining the inner product as a standard product between scalars:

: (I
8 , I 9 ) = 〈q(I8), q(I 9 )〉 = q(I8)q(I 9 ) (50)

The resulting variance function provides more flexible and accurate modeling when dealing with functions characterized

by heteroscedastic behaviors (with respect to the discrete design variables). However, considering a heteroscedastic

discrete kernel also results in a larger number of hyperparameters to be trained. Therefore, relying on a heteroscedastic

kernel in order to model a homoscedastic function when insufficient data is provided might be counterproductive and

yield worse results than a homoscedastic model.

C. Training of the models

The majority of the continuous and discrete kernels presented in the previous paragraphs depends on a number of

hyperparameters, such as the latent variables coordinates of Eq. 35, which influence the value returned by the kernel
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function, independently from the input data samples. Furthermore, the global kernel function also depends on additional

parameters: namely the kernel and likelihood variances (f2, f2
=) as well as the GP mean `. The results obtained in

this paper are obtained by training the hyperparameters through the optimization of the marginal likelihood function.

Let ) be the vector containing all the hyperparameters characterizing the global kernel : (·, ·), the contained values are

determined by maximizing the log marginal likelihood:

)∗ = argmax (log ?(Y|X,Z, ))) (51)

)

= argmax
(
−1

2
y)K−1y − 1

2
log |K| − =

2
log 2c

)
)

where K is computed by relying on kernels which are parameterized as a function of ) . Although the hyperparameter

vector ) characterizes both continuous and discrete kernels, all of its values are defined within a continuous search

space, thus allowing to rely on common continuous optimization methods. For all the results presented in this paper,

the optimization problem defined in Eq. 51 is solved with the help of a Bounded Limited memory Broyden - Fletcher

- Goldfarb a Shanno (L-BFGS-B) algorithm [33]. Like most optimization methods of this family, the convergence

towards the global optimum of the problem is dependent on the initialization in the design space and cannot always be

ensured. This issue is particularly relevant when considering the discrete kernel parameterizations. Multiple random

initializations of the optimization algorithm with the selection of the result characterized by the largest likelihood value

is therefore considered. Heuristic optimization methods, such as the Differential Evolution [34] or the Covariance

Matrix Adaptation - Evolution Strategy [35], could also be tested. However this option is often not computationally

tractable due to the prohibitive increase of the overhead computational cost related to the GP training when dealing with

large Gram covariance matrices (usually associated to large dimensional problems).

D. Mixed-variable design of experiments

The modeling accuracy which can be provided by a GP is closely related to the training data set given as an input

to the model, which is sometimes referred to as Design of Experiments (DoE). In general, larger data sets result in

a better modeling accuracy. However, given that this paper lies within the scope of complex and computationally

intensive system design, the amount of data available for the creation of the surrogate models is usually very limited.

It might therefore be necessary to distribute the available data over the design space in such a way to maximize the

information that the GP model can use. In the purely continuous case, the data samples can either be sampled on given

distributions, such as a uniform distribution, or alternatively slightly more advanced sampling methods, such as the

Latin Hypercube Sampling (LHS) [36] method can be used. In order to extend the concept of design of experiments in
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the mixed continuous/discrete search space, the assumption that is made in this paper is that in the absence of problem

specific-knowledge, the same amount of data should be placed in each category characterizing the modeled function.

Under this assumption, 3 possible alternatives for the creation of the design of experiment are considered:

• Evenly and randomly distributing the data obtained through a single continuous sampling between all of the

problem categories.

• Replicating the same continuous sampling in each category of the considered problem (meaning that for each

category, the continuous variables take the same values).

• Performing an independent continuous sampling in each category of the considered problem.

In general, samples which are close one another in the continuous search space while presenting different discrete

variable values allow the GP model to better determine the covariance functions between the various discrete levels and

categories. On the other hand, spacing the samples within the continuous design space allows to better capture the

global trend of modeled function in the continuous domain. The first mixed-variable DoE option allows to optimize

the usable information within the continuous part of the design space, while limiting the GP ability to determine the

covariance between the problem categories. Alternatively, the second option can provide a more accurate computation

of the covariance between categories, however it also tends to increase the modeling error for unmapped locations which

are distant from the training data set samples, due to the poor coverage of the continuous search space. Finally, the third

alternative represents a compromise between the first two options. Further analysis of the challenges related to the

mixed-variable sampling issues can be found in [37].

Usually, an analysis of the considered problem and of the amount of available computational resources is required in

order to select the most appropriate approach for the creation of a mixed-variable DoE. However, this type of analysis

extends beyond the scope of the paper. In this work, the first approach combined with a continuous LHS method is

considered for the DoE creation.

VII. Numerical comparison of the different mixed GP-based models
In the previous section, different kernels allowing to characterize the covariance function between discrete variables

levels are presented, discussed and compared. In order to assess the modeling performance of the various kernels as

well as its dependence on the characteristics of the considered function, a number of analytical and engineering related

test-cases characterized by different dimensions, complexities and characteristics are considered. The comparison

between the kernels is based on an analysis of the modeling error (i.e., difference between the actual function value and

the GP prediction) which is provided under the form of a Root Mean Squared Error (RMSE) calculated on a validation
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data set distinct from the training one:

'"(� =

√√√
1
#

#∑
8=1
( Ĥ(x8 , z8) − H(x8 , z8))2 (52)

where # is the size of the validation data set and the values of H(·) and Ĥ(·) are normalized between 0 and 1:

Ĥ=>A< =
Ĥ − H<8=

H<0G − H<8=
(53)

H<8= and H<0G represent respectively the smallest and largest values present within the training data set (i.e., in the

vector y). In order to analyze the change in absolute and relative performance of the various kernels, the modeling

benchmark is performed for different training data set sizes, when possible. Furthermore, in order to take into account

the variability of the obtained results caused by the random nature of the training DOE, the benchmark is repeated

multiple times for each training data set size (varying as a function of the computational cost and complexity of the

problem). The validation data set size is fixed to 1000, and its elements are generated randomly by combining a

continuous LHS and a sampling over a uniform discrete distribution in the discrete search space.

In the presented benchmark, the compared discrete kernels are the following: Compound Symmetry (CS),

Hypersphere decomposition (HS), Latent Variables (LV) and Coregionalization (CN). Furthermore, for each one

of these kernels, 4 alternative variants are considered: the homoscedastic level-wise approach, the heteroscedastic

level-wise approach (referred to as _He), the homoscedastic category-wise approach (referred to as _C) and finally the

heteroscedastic category-wise approach (referred to as _C_He). However, due to the inherently heteroscedastic nature of

the CN kernel, only the level-wise and category-wise variants are considered in the presented results. In order to provide

a modeling performance reference, the modeling benchmark is also performed by relying on a Category-Wise (CW) GP,

which is obtained by defining an independent purely continuous GP for every category of the considered function. Each

one of these GP is trained by relying solely on the data samples of the training set which belong to the corresponding

category. The CW GP prediction of the modeled function at an unmapped location is then computed by evaluating the

continuous GP corresponding to the sample category at the location characterized by the sample continuous variables.

This results in a total number of compared methods equal to 15. Given that the main focus and contribution of this paper

is related to the discrete part of mixed-variable kernel, the continuous kernel considered in order to obtain the results

presented in the following and throughout this paper is the squared exponential kernel [9]. Finally, it might be worth

mentioning that in the heteroscedastic CS parameterization case, the hyperparameters characterizing the heteroscedastic

kernel outnumber and outweigh the CS kernel-specific ones. By consequence, the results obtained with the level-wise

and category-wise heteroscedastic CS kernel might be mainly driven by the heteroscedastic aspect rather than by the

specific kernel parameterization. For details about the benchmark settings and implementations, please refer to the
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appendix.

A. Branin function

The first analytical benchmark function to be considered is a modified version of the Branin function [38]

characterized by two continuous variables and two discrete variables, each one with 2 levels, thus resulting in overall 4

discrete categories. The analytical definition of this mixed-variable Branin function is the following:

5 (G1, G2, I1, I2) =



ℎ(G1, G2) if I1 = 0 and I2 = 0

0.4ℎ(G1, G2) + 1.1 if I1 = 0 and I2 = 1

−0.75ℎ(G1, G2) + 5.2 if I1 = 1 and I2 = 0

−0.5ℎ(G1, G2) − 2.1 if I1 = 1 and I2 = 1

(54)

where:

ℎ(G1, G2) =(((15G2 −
5

4c2 (15G1 − 5)2 + 5
c
(15G1 − 5) − 6)2+

10
(
1 − 1

8c

)
cos(15G1 − 5) + 10) − 54.8104)/51.9496

(55)

with

G1 ∈ [0, 1], G2 ∈ [0, 1], I1 ∈ {0, 1}, I2 ∈ {0, 1}

For illustrative purposes, the responses associated to each category of the mixed-variable Branin function are presented

in Figure 6. By analyzing the function definition, two particular characteristics which may influence the modeling

performance of the various kernels can be highlighted. The first noticeable characteristic is the presence of a negative

correlation between the responses characterized by the 2 levels of the variable I1: I1 = 0 and I1 = 1 (i.e., the global

trends present opposite variations with respect to the continuous variables). Secondly, although the function depends

on 2 independent discrete variables, it can be noticed that its categories are defined as a function of the discrete level

combinations, rather than as a function of the discrete levels independently.

The modeling performance benchmark obtained for the mixed-variable Branin function are provided in Figure 7.

These results are obtained over 20 different training data sets of 20, 40 and 80 samples (i.e., 5, 10 and 20 samples

per discrete category). Overall, it can be seen that for this test-case most of the considered mixed-variable surrogate

modeling methods provide a better modeling accuracy than the independent CW GP. The only exceptions being the

homoscedastic and heteroscedastic category-wise CS kernels when insufficient data is provided (i.e., the 20 training

data samples case). It can also be noticed that for all 3 training data set sizes, both variants of the level-wise CS and LV
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Fig. 6 The 4 discrete categories of the Branin function.

kernels provide nearly identical results. This is due to the fact that in case the modeled variable is only characterized by

2 levels, both kernel parameterizations rely on a single hyperparameter to compute the covariance between the levels

and therefore yield very similar results. The slight difference between the results obtained with the 2 methods is due

to the different hyperparameter initialization in the GP model training. The same similarity is not found for CS and

LV category-wise variants, as in this case the discrete kernels model 4 levels instead of 2. A further noticeable trend

in the presented results is that both level-wise and category-wise CS and LV kernels tend to provide worse results

when compared to the rest of the considered methods. This can be explained by the fact that these kernels can not

return negative covariance values, which makes it so that they cannot properly model the negative correlation trends

characterizing the levels of I1. Furthermore, the results show that overall the heteroscedastic variants of the considered

kernels tend to produce better results with respect to their homoscedastic counterparts. This is closely related to the

heteroscedastic nature of the mixed-variable Branin function which is easily noticeable from its analytical definition.

Finally, the results show that for large enough training data sets, the best performing kernels in terms of modeling

accuracy are the HS_C, HS_C_He and the CN_C. Additionally to the previous considerations, these results can be

explained by the fact that when sufficient data is provided, the category-wise modeling of the discrete variables allows to

better capture the fact that each category of the considered mixed-variable Branin is defined as a function of the discrete

level combinations, rather than as a function of the discrete levels independently. When sufficient data are available, by
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Fig. 7 Comparison of various discrete kernels modeling performance on the mixed-variable Branin function
for various training data set sizes over 20 repetitions.

comparing HS_C and HS_C_He modeling, it may be noticed that both offer a small RMSE, but the heteroscedastic

variant offer a better modeling illustrating the interest of considering the scedasticity in this case. This difference is less

noticeable for smaller data sets, in which case the information provided to the GP is not sufficient to properly model

each function category.

B. Augmented Branin function

The second analytical benchmark function to be considered is an augmented (i.e., larger dimension) version of the

previously described Branin function, characterized by 10 continuous variables and 2 discrete variables, each one with 2

levels, thus resulting in 4 discrete categories. The main purpose of this test-case is to assess the dependency of the

29



various discrete kernel parameterizations performance with respect to the size of the continuous design space of the

considered problem. In practice, the augmented Branin function is defined as follows:

5 (G1, ..., G10, I1, I2) =



ℎ̃(G1, ..., G10) if I1 = 0 and I2 = 0

0.4ℎ̃(G1, ..., G10) + 1.1 if I1 = 0 and I2 = 1

−0.75ℎ̃(G1, ..., G10) + 5.2 if I1 = 1 and I2 = 0

−0.5ℎ̃(G1, ..., G10) − 2.1 if I1 = 1 and I2 = 1

(56)

where:

ℎ̃(G1, ..., G10) =
ℎ(G1, G2) + ℎ(G3, G4) + ℎ(G5, G6) + ℎ(G7, G8) + ℎ(G9, G10)

5
(57)

with:
ℎ(G8 , G 9 ) =(((15G 9 −

5
4c2 (15G8 − 5)2 + 5

c
(15G8 − 5) − 6)2+

10
(
1 − 1

8c

)
cos(15G8 − 5) + 10) − 54.8104)/51.9496

(58)

and

G1, ..., G10 ∈ [0, 1], I1 ∈ {0, 1}, I2 ∈ {0, 1}

For this benchmark function, the testing is performed with training data sets of 80, 160 and 320 samples (i.e., 20, 40 and

80 samples per discrete category). The results are provided in Figure 8.

An analysis of these results shows that for small training data sets (i.e., 80 samples), no real difference between

the various considered kernels can be highlighted due to the insufficient information to train the GP model. For

larger training data sets, instead, it is shown that mixed-variable GP yield overall better results when compared to the

independent CW GP, with the exception of the category-wise modeling with a CS kernel. Furthermore, similarly to

what is shown for the previously discussed mixed-variable Branin function, heteroscedastic approaches tend to provide

a better modeling accuracy, due to the ability to better capture the heteroscedastic trends of the considered function.

Finally, it can be seen that if sufficient data is provided, a category-wise approach of the mixed-variable surrogate

modeling yields the best results, if combined with heteroscedastic kernels (i.e., CN_C and HS_C_He). This is related to

the fashion in which the categories of this particular benchmark function are constructed, as is discussed in the previous

paragraphs. In general, it is shown that the relative performance of the considered kernel parameterizations does not

significantly vary when the size of the continuous search space is increased. The main noticeable difference is that

larger training data sets are required in order to obtain the same range of modeling accuracy, which can be explained by

the larger number of hyperparameters required to characterize the continuous kernels.
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Fig. 8 Comparison of various discrete kernels modeling performance on the augmentedmixed-variable Branin
function for various training data set sizes over 20 repetitions.
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C. Goldstein function

The third analytical benchmark function to be considered in this work is a modified mixed-variable variant of the

Goldstein [39] function characterized by 2 continuous variables and 2 discrete variables, each one with 3 levels, thus

resulting in 9 discrete categories. This mixed-variable Goldstein function is defined as follows:

5 (G1, G2, I1, I2) = ℎ(G1, G2, G3, G4) (59)

with

G1 ∈ [0, 100], G2 ∈ [0, 100], I1 ∈ {0, 1, 2}, I2 ∈ {0, 1, 2}

The values of G3 and G4 are determined as a function of I1 and I2 according to the relations defined in Table 2.

I1 = 0 I1 = 1 I1 = 2
I2 = 0 G3 = 20, G4 = 20 G3 = 50, G4 = 20 G3 = 80, G4 = 20
I2 = 1 G3 = 20, G4 = 50 G3 = 50, G4 = 50 G3 = 80, G4 = 50
I2 = 2 G3 = 20, G4 = 80 G3 = 50, G4 = 80 G3 = 80, G4 = 80

Table 2 Characterization of the Goldstein function discrete categories

ℎ(G1, G2, G3, G4) = 53.3108 + 0.184901G1 − 5.02914G3
110−6 + 7.72522G4

110−8−

0.0870775G2 − 0.106959G3 + 7.98772G3
310−6+

0.00242482G4 + 1.32851G3
410−6 − 0.00146393G1G2−

0.00301588G1G3 − 0.00272291G1G4 + 0.0017004G2G3+

0.0038428G2G4 − 0.000198969G3G4 + 1.86025G1G2G310−5−

1.88719G1G2G410−6 + 2.50923G1G3G410−5−

5.62199G2G3G410−5

(60)

This benchmark function presents similar continuous and discrete design space dimensions to the previously discussed

mixed-variable Branin function, however, a few key characteristics differ. First of all, although both functions depend on

the same number of discrete variables, the Goldstein function presents a larger number of levels per discrete variable,

thus resulting in more than twice as many categories. On the other hand, the Goldstein function can be expected to be

less challenging to model due to the absence of negative correlations between discrete levels as well as the presence of

a more homoscedastic global trend when compared to the Branin function. Finally, it can also be noticed that each

discrete variable has an independent influence on the definition of each problem category, which is not the case for the
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Fig. 9 Comparison of various discrete kernels modeling performance on themixed-variable Goldstein function
for various training data set sizes over 20 repetitions.

two Branin function variants previously considered. For this benchmark function, the testing is repeated with data sets

of 27, 72 and 135 samples (i.e., 3, 8 and 15 samples per discrete category). The results obtained for the modeling of the

Goldstein function with the considered discrete kernels are provided in Figure 9. As for the previous test-cases, the

independent CW GP approach tends to provide considerably worse modeling performance, most notably for larger data

sets, due to lower amount of exploited information. A second noticeable trend which can be identified in the results is

that for small sized training data sets (i.e., 27 data samples), the category-wise kernels tend to provide a worse modeling

accuracy when compared to the ones based on a level-wise approach. This can be explained by the relatively large

number of categories with respect to the available data, which can be challenging to model independently. Additionally,

it can also be seen that the heteroscedastic variants of the considered kernels do not seem to provide a sizable advantage
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in terms of modeling performance with respect to their homoscedastic counterpart. As previously mentioned, this is due

to the fact that the Goldstein function is not properly heteroscedastic, and by consequence, considering a heteroscedastic

model results in a number of unnecessary hyperparameters to be tuned. Finally, for large enough training data sets the

LV, HS and CN kernel parameterizations tend to provide the most promising modeling results, with a slightly better

performance for the latter two.

D. Fourth benchmark function

The fourth analytical benchmark function which is considered is an adaptation of a function proposed in [16],

characterized by a single continuous variable and 2 discrete variables, presenting respectively 4 and 2 levels, for a total

of 8 categories. The considered function is defined as follows:

5 (G, I1, I2) =


cos

(
7c G2 −

I1
20

)
if I2 = 0

cos
(
7c G2 +

(
0.4 + I1

15
)
c − I1

20
)

if I2 = 1
(61)

with G ∈ [0, 1], I1 ∈ {6, 7, 8, 9} and I2 ∈ {0, 1}. For illustrative purposes, the 8 categories of the function defined above

are plotted in Figure 10. This benchmark is expected to be characterized by homoscedastic trends combined with a

0.0 0.2 0.4 0.6 0.8 1.0
x

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Fu
nc

tio
n 

va
lu

e

Fig. 10 Categories of the 4th modeling analytical benchmark.

negative covariance between the levels of the discrete variable I2. For this function, the testing is repeated with data

sets of 40, 80 and 120 samples (i.e., 5, 10 and 15 samples per discrete category). The obtained modeling results are

provided in Figure 11. Overall, it can be seen that most of the considered discrete kernels provide a considerably better

modeling accuracy when compared to the independent category-wise GP, the only exception being the homoscedastic

and heteroscedastic category-wise CS and LV kernels, which tend to poorly model the negative correlation trends. The

results also show that due to the relatively homoscedastic nature of this particular test-case, the heteroscedastic variants

of the considered discrete kernels do not yield sizable advantages in terms of modeling accuracy.
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Fig. 11 Comparison of various discrete kernels modeling performance on the fourth analytical benchmark
function for various training data set sizes over 20 repetitions.

E. Fifth benchmark function

The fifth and final analytical benchmark function which is considered is an adaptation of a function proposed in

[40], characterized by 5 continuous variables and 5 discrete variables. Each one of the discrete variables is associated to

3 levels, which results in a total of 243 categories. This test-function is defined as follows:

5 (x, z) =
5∑
8=1

G8 (I6−8 − 2)
80

5∏
8=1

cos
(
G8√
8

)
sin

(
50(I6−8 − 2)
√
8

)
(62)

with x = {G1, . . . , G5} ∈ [0, 1]5, and I8 ∈ {1, 2, 3} for 8 = {1, ..., 5} . The mixed-variable function defined above is

characterized by a large number of categories relatively to the total dimension of its design space. As a consequence,
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both the independent category-wise GP and category-wise discrete kernels cannot reasonably be considered for this

benchmark, as the number of training data samples would be smaller than the total number of categories, and by

extension also lower than the number of hyperparameters to be tuned. For this benchmark the testing is repeated with

data sets of 60, 90 and 120 samples. The results obtained with the considered level-wise discrete kernels are provided in

Figure 12. The results show that for small training data sets, not enough information is provided in order to properly
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Fig. 12 Comparison of various discrete kernels modeling performance on the fifth analytical benchmark
function for various training data set sizes over 20 repetitions.

train heteroscedastic kernels, and by consequence the homoscedastic ones yield slightly better results. For larger training

data sets, instead, both variants of the CS kernel are too simplistic and thus unable to properly capture the trends of the

considered function. In order to be able to distinguish the differences in performance between the remaining kernel

parameterizations, the same results of Figure 12 are presented in Figure 13 without the 2 CS kernel variants, It can then

be seen that when sufficient information is provided to the model, the heteroscedastic kernels provide the most accurate

modeling of the considered function, with the best results being associated to the CN kernel.

36



HS  LV  CN
HS_He

LV_he
0.000

0.001

0.002

0.003

0.004

0.005

RM
SE

90 training data samples

HS  LV  CN
HS_He

LV_he

0.0002

0.0004

0.0006

0.0008

0.0010

0.0012

RM
SE

120 training data samples

Fig. 13 Comparison of various discrete kernels modeling performance on the fifth analytical benchmark
function for various training data set sizes over 20 repetitions.

F. Propulsion performance simulation

In order to better assess the surrogate modeling performance of the discrete kernels discussed in this paper, two

aerospace design related test-cases are considered as benchmarks. The first representative test-case is a simulation

of the combustion performance of a launcher engine. More specifically, the modeled variable is the specific impulse

�(% provided by the engine. The �(% is modeled as a function of the reductant to oxidant ratio $� , the combustion

chamber pressure %2 , the nozzle area ratio n (defined as the ratio between the nozzle throat diameter and the nozzle exit

diameter) and the type of reductant and oxidant. The first three variables characterizing the �(% are continuous, while

the type of reductant and oxidant are discrete choices which can be represented with the use of discrete variables. A

summary of the variables characterizing the problem is provided in Table 3.

Variable Nature Min Max Levels
$� continuous 2.5 5.5 [-]

%2 [bar] continuous 20 80 [-]
n continuous 10 60 [-]

Oxidant discrete [-] [-] O2, N204, F2, H2O2
Reductant discrete [-] [-] CH4, N2H4, JP-4, H2

Table 3 Variables characterizing the combustion performance simulation test-case

Although this problem is theoretically characterized by a total of 16 categories, it is important to note that not all

the combinations of reductant and oxidant can realistically be simulated and therefore only 7 categories are modeled.

The combustion simulations necessary to create the training data sets are performed by using the thermo-chemical

simulation software ’Chemical Equilibrium with Applications’ (CEA) created by NASA [41]. This software simulates
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the combustion of gases in a combustion chamber and their expansion in an engine nozzle. The conditions for chemical

motion equilibrium are stated in terms of Gibbs and Helmholtz energies [42] or the maximization of the entropy. The

system of equations which characterizes the equilibrium and describes its composition is non-linear and therefore

iterative methods (such as the Newton-Rhapson method [43]) are used to solve it. In Figure 14, the �(% profiles for the 7

considered combinations of reductant and oxidant are shown as a function of the nozzle ratio Y and the reductant to

oxidant ratio $� .
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Fig. 14 Specific impulse of a launcher engine as a function of the nozzle ratio n and the reductant to oxidant
ratio $� for various combinations of oxidant and reductant.

The results obtained when modeling the launcher engine specific impulse are provided in Figure 15. These results

are obtained over 20 different training data sets of 21, 56 and 105 samples (i.e., 3, 8 and 15 samples per discrete

category). As for the previous test-cases, it is shown that mixed-variable modeling provides a more accurate prediction

of the modeled function values with respect to independent continuous CW GP. Furthermore, it can be seen that for

small training data sets (i.e., 21 samples), heteroscedastic kernels tend to yield worse results when compared to the

homoscedastic ones due to the larger number of hyperparameters to train with insufficient data. However, it can be
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Fig. 15 Comparison of various discrete kernels modeling performance on the launcher engine specific impulse
test-case for various training data set sizes over 20 repetitions.

noticed that when sufficient data is provided (i.e., 105 data samples), the relative difference in performance between the

compared surrogate models diminishes. This can be explained by the fairly smooth and linear trends of the modeled

function with respect to the design variables (as is shown in Figure 14) that often characterizes physical phenomena,

which result in an easier modeling process.

G. Thrust frame structural analysis

The second aerospace design test-case that is considered is the modeling of a launcher thrust frame stiffening,

commonly performed for preliminary sizing purposes. More specifically, the Ariane 6 aft bay structural characteristics

are analyzed. The thrust frame is located at the bottom of the launcher first stage and has the purpose of withstanding
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the weight of the launcher as well as the thrust of the two solid rocket boosters during the lift-off phase. A schematic

representation of the Ariane 6 aft bay and its location within the launch vehicle system is provided in Figure 16. This

structure is composed of a cylindrical outer skin, stiffened by frames and stringers, and an inner body comprising three

major frames and an inner skin.

Fig. 16 Ariane 6 PPH launcher aft bay.

The static loads that are considered for this simulation are the longitudinal and lateral thrust of the two solid rocket

boosters (see Figure 16). The boundary conditions are defined by modeling the first stage composite bottom skirt

clamped to the upper interface of the thrust frame. In this test-case, two different parameters of the considered system

are modeled: the maximum von Mises stress on the inner skin of the structure [44] and the upper interface longitudinal

over-flux. These are modeled as a function of the inner and outer skins thicknesses C8 , C> of the 6 regions in which the

thrust frame is divided as well as of the number of stringers #B and the number of frames # 5 . The 12 thicknesses are

continuous variables while the number of stringers and frames are discrete variables, each one characterized by 3 levels,

thus resulting in a total of 9 categories. For illustrative purposes, structural responses on the entire thrust frame structure

considering the maximum von Mises stress and the over-flux are provided in Figure 17. For the sake of simplicity, the

same range is considered for all the thicknesses variables characterizing the problem. More specifically, the minimum

and maximum bounds are 1 and 30 mm, respectively. A summary of the variables characterizing the studied problem is

provided in Table 4.

In order to generate the training and testing data sets for this analysis, the MSC Nastran Finite Element Method

(FEM) software [45] is used. In practice, a separate finite element model is created for every considered category of the

problem (i.e., for every combination of the number of stringers and frames) due to the need of a distinct meshing for

every configuration. A number of static FEM analyses is then performed with varying inner and outer skins thicknesses,

according to the values present in the data sets, and using the finite element model corresponding to the category the
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Fig. 17 Examples of structural responses on the entire thrust frame structure. On the left figure the maximum
von Mises stress is illustrated, while on the right figure the upper interface longitudinal over-flux is shown.

Variable Nature Min Max Levels
C81,6 [mm] continuous 1 30 [-]
C>1,6 [mm] continuous 1 30 [-]

#B discrete [-] [-] 36, 72, 144
# 5 discrete [-] [-] 2, 4, 8

Table 4 Variables characterizing the thrust frame structural analysis test-case

considered sample belongs to. The lift-off conditions are simulated by considering two aligned vertical loads �G and

two opposing horizontal loads �H , applied on the side of the thrust frame, as illustrated in Figure 16.

Due to the larger computation cost of the static load simulation when compared to the analytical test-cases, the

modeling performance benchmark is only performed over 10 repetitions, with each training data set containing 135

samples. The results obtained when performing the surrogate modeling of the maximum inner skin von Mises stress

and the upper interface longitudinal over-flux on the thrust frame are shown in the upper and lower plots of Figure

18, respectively. The results show that overall, relying on mixed-variable kernels allows to considerably reduce the

modeling error if compared to independent CW GP. It can also be noticed that category-wise mixed-variable kernels

yield worse results with respect to a level-wise modeling, due to the nature of the modeled functions as well as the

relatively small data sets size. No significant difference in performance between CS/LV kernels and HS/CN kernels can

be noticed, which can be explain by a lack of negative correlation trends between the discrete levels and/or categories of

the considered problem. Finally, heteroscedastic and homoscedastic kernels yield similar results, which again suggests

the absence of considerably heteroscedastic trends in the modeled function.
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Fig. 18 Comparison of various discrete kernels modeling performance on the thrust frame structural analysis
test-case. The modeled values are the maximum inner skin von Mises stress (top) and the upper interface
longitudinal over-flux (bottom) over 10 repetitions.

H. Model error estimation accuracy

Within the context of function modeling, the main property which is usually considered is the modeling accuracy,

i.e., the difference between the actual and the predicted function value, which can be estimated through criteria such as

the RMSE. However, in some cases the validity of the error model (i.e., variance prediction B̂2 (·)) may also be relevant.

A notable example is the role of the GP models within the Bayesian optimization framework [46], in which the variance

prediction drives the exploration aspect of the optimization process. This highlights the necessity for both the prediction

to be accurate and the error model to be coherent. As a measure of the error model coherence, the Mean Negative test

Log-Likelihood (MNLL) is considered. Similarly to the RMSE, this measure (for the Gaussian case) is computed on a

test data set of N samples as:

MNLL = − 1
#

#∑
8=1

log

(
1√

2cB̂2 (x8 , z8)
exp

(
−

(
H(x8 , z8) − Ĥ(x8 , z8)

)2

2B̂2 (x8 , z8)

))
(63)
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and it represents the (negative) likelihood of predicting the exact value of the data set samples with the considered GP

model prediction (in terms of both mean prediction and associated variance). As for the RMSE, lower values of the

MNLL tend to characterize a better likelihood of explaining the test set and therefore reflect the higher quality of the

surrogate model uncertainty estimation. For illustrative purposes, the error model produced by the various discrete

kernels considered in this paper is compared on the most representative analytical and design related test-cases.

First the mixed-variable Branin function is considered. As for the modeling accuracy benchmark, the test is repeated

20 times over data sets of 20, 40 and 80 samples and validated on a data set of a 1000 samples. The obtained results are

provided in Figure 19.
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Fig. 19 Comparison of various discrete kernels error model on the mixed-variable Branin function for various
training data set sizes over 20 repetitions.

Overall, the results show a similar relative performance between the various kernels as for the prediction benchmark.
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The main difference is represented by the independent CW approach which tends to provide an error model accuracy

comparable to most of the considered kernels for small sized data sets (i.e., 20 and 40 data samples). A slightly worse

relative performance of the heteroscedastic hypersphere decomposition kernel can also be noticed.

The second considered benchmark is the thrust frame structural analysis. In this case, the test is repeated 10 times

over data sets of 135 data samples. The obtained results for the modeling of the maximum von Mises stress on the inner

skin of the structure and the upper interface longitudinal over-flux are provided in the top and bottom parts of Figure 20,

respectively.
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Fig. 20 Comparison of various discrete kernels modeling MNLL on the thrust frame structural analysis test-
case. Themodeled values are themaximum inner skin vonMises stress (top) and the upper interface longitudinal
over-flux (bottom) over 10 repetitions.

Also for this benchmark, the results show that the MNLL provided by the independent CW approach, relatively to

the rest of the discrete kernels, is considerably better than its prediction RMSE. Furthermore, it can also be noticed that

differently from the modeling benchmark, most of the category-wise approaches overall tend to provide a more accurate

error model when compared to the level-wise approaches. This might be explained by the fact that sufficient data is

provided in order to properly optimize the variance associated to each category of the problem, resulting in uncertainty
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model associated to the prediction that is more likely to contained the unobserved exact simulation results. It illustrates

the importance of considering both the accuracy of the prediction and the accuracy of the error model calibration.

VIII. Result synthesis
In the previous sections, the different discrete kernel parameterizations described in Section V have been tested on

several analytical and engineering related benchmark functions. Overall, it is shown that mixed-variable GP tend to

provide a considerably more accurate modeling performance when compared to the independent category-wise GP

as they can rely on the entirety of the training data rather than only the samples associated to a given category. This

difference becomes more noticeable when the number of categories associated to the considered problem increases.

This can, for instance, be seen when comparing the results obtained for the Branin and Goldstein functions in Figures 7

and 9, characterized respectively by 4 and 9 categories, but the same number of discrete variables.

The results presented in this benchmark of analytical and engineering problems are a direct illustration of the "no

free lunch theorem" [47], no mixed-variable GP performs better for all analytical and engineering problems, for all

dataset size and for all repetitions. However, some general trends can be identified.

Among the considered kernel parameterizations, the CS is outperformed by the other kernels for most of the

test-cases when considering sufficiently large data sets. This is due to the fact that the CS models the covariance between

any pair of non identical levels with the same hyperparameter value, which considerably limits its modeling capabilities

when confronted with complex problems and/or large number of levels. However, this difference in performance

becomes less noticeable when small data sets are used, as the model is easier to train when compared to other kernels

characterized by a larger number of hyperparameters. This can, for instance, be seen for the augmented Branin functions

in Figure 8. The obtained results also show that, because of its specific distance-based construction, the LV kernel is not

suitable when dealing with functions which present negative correlation trends between levels or categories, as it can

only return positive covariance values. This is for instance clearly shown in the results obtained for the Branin and

augmented Branin functions in Figures 7 and 8. Finally, the hypersphere and coregionalization kernels show similar

behaviors on the various considered test-cases, which can be explained by the similar construction and characteristics

(i.e., mapping of ; levels onto an ;-dimensional Hilbert space). The main differences in performance between the two

kernels can be identified when dealing with particularly small data sets, in which case the coregionalization is limited by

its larger number of hyperparameters, and when dealing with heteroscedastic functions, which the coregionalization

kernel can model inherently better.

The difference in performance between the level-wise and category-wise approach based kernels varies depending on

the considered function. For mixed-variable functions characterized by a low number of categories (relatively to the

number of discrete variables), a category-wise approach may provide a better modeling as it can allow to separately
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characterize the covariance between each category, thus better capturing the various trends of the considered function.

This can for instance be seen in the results obtained for the Branin function in Figure 7. However, when considering

functions characterized by larger number of categories, the level-wise approach based kernels tend to perform better

than the category-wise based ones in case small training data sets are provided, as is for instance shown for the Goldstein

function in Figure 9. This can be explained by the fact that the number of categories characterizing a given function

tends to increase exponentially with the number of discrete variables. The number of hyperparameters necessary to

characterize a category-wise kernel follows a similar trend and can therefore become considerably large with respect to

the available data, thus resulting in a difficult model training process. For functions characterized by a particularly

large number of categories, such as the fifth analytical benchmark, a category-wise approach becomes unfeasible, as it

presents more categories than the amount of data samples which can be provided for the GP model training. An analysis

of the considered function in terms of number of levels and categories with respect to the size of the available training

data set might therefore be necessary in order to assess whether a level-wise or category-wise is more suitable.

The obtained results also show that in the presence of heteroscedastic trends in the modeled function, considering

heteroscedastic kernels tends to results in better modeling performance, as can for instance be seen for the fifth analytical

benchmark in Figure 12. However, it can also be noticed that when dealing with homoscedastic functions, considering

heteroscedastic kernels usually yields results comparable with the homoscedastic ones. Therefore, unless the considered

function presents a particularly large discrete design space or the training data is particularly limited, considering

heteroscedastic kernels is usually the safest choice, unless problem specific knowledge is available.

Finally, the coherence of the considered discrete kernels error models is also analyzed on two representative test-cases

(one analytical benchmark and one engineering design related benchmark) with different data set sizes by relying on

the mean negative test log-likelihood as a comparison criterion. Overall, it is shown that the relative performance

between kernels for a given modeled function is similar to the one obtained when considering the RMSE. The main

noticeable difference with respect to the modeling accuracy benchmark is the good performance of the independent CW

GP modeling (i.e., the reference method), especially for small sized training data sets, as is shown in Figures 19 and 20.

In fact, in these cases the independent CW GP provides a more coherent error model than several of the compared

kernels. This can be explained by the fact that this approach relies on considerably less data in order to build each one

of the independent surrogate models, and provides therefore a more conservative variance prediction due to the lack of

information with respect to a large portion of the search space.
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IX. Conclusions
In this paper, the Gaussian Process based surrogate modeling of fixed-size mixed-variable functions is discussed.

It is shown that it is possible to define a mixed-variable kernel by combining purely continuous and purely discrete

kernels. Subsequently, the construction of valid discrete kernels is discussed, and the existing alternatives are presented

and compared. Furthermore, the resulting mixed-variable Gaussian processes are tested on a number of benchmarks

with different characteristics. Overall, the obtained results show that relying on mixed-variable surrogate models rather

than on separate and independent continuous GP for each category allows to better exploit the available data and by

consequence model more accurately the considered functions. The results also show that depending on the specific

characteristics of the modeled function, such as homoscedasticity, number of levels/categories and presence of negative

correlations, the relative performance of the compared discrete kernel varies. As a result, the kernel choice must be

adapted to the specifics of the considered problems. Overall, in this paper the modeling capabilities of mixed-variable

Gaussian processes when dealing with small training data sets are shown. This characteristic, coupled with the fact

that Gaussian processes can provide an estimate of the modeling error under the form of a variance as a (virtually)

free bi-product of the modeled function prediction, makes mixed-variable Gaussian processes a promising candidate

for the surrogate model-based optimization of mixed-variable problems[48]. One of the main limits of the current

mixed-variable GPs is the curse of dimension and the explosion of combinatorial choices, which can lead to a high

number of hyperparameters to be determined. Several approaches could be investigated to reduce this number such as

partial least square techniques and constitutes an interesting perspective.
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Appendix A
In the following, the various discrete kernels presented in this paper are tested on a number of benchmarks. More

specifically, 5 analytical functions and 2 engineering-related test-cases are considered. These benchmarks present

different characteristics in terms of continuous and discrete design space dimensions, combinatorial design space

size, complexity, presence of negative correlation and heteroscedastic trends and category-wise construction. The key

properties (from a modeling perspective), simulation details and expected analyses for each benchmark are provided

below:

Branin function

• 2 continuous dimensions, 2 discrete dimensions, 9 categories

• Modeling performed for 3 data set sizes: 20, 40, 80
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• Presence of negative correlation trends between levels and category-wise construction of the function.

Augmented Branin function

• 10 continuous dimensions, 2 discrete dimensions, 4 categories

• Modeling performed for 3 data set sizes: 80, 160, 320

• Increase of the continuous design space size with respect to the Branin function (but identical discrete design

space characteristics). Presence of negative correlation trends between levels and category-wise construction of

the function.

Goldstein function

• 2 continuous dimensions, 2 discrete dimensions, 9 categories

• Modeling performed for 3 data set sizes: 27, 72, 135

• Increase in the number of categories with respect to the Branin function (but identical discrete design space size).

Overall homoscedastic trend.

Analytical benchmark N.4

• 1 continuous dimensions, 2 discrete dimensions, 8 categories

• Modeling performed for 3 data set sizes: 40, 80, 120

• Overall homoscedastic with negative correlation trends between levels.

Analytical benchmark N.5

• 5 continuous dimensions, 5 discrete dimensions, 243 categories

• Modeling performed for 3 data set sizes: 60, 90, 120

• Large number of categories, impossibility of relying on category-wise approaches.

Propulsion performance simulation

• 3 continuous dimensions, 2 discrete dimensions, 7 categories (16 theoretical)

• Modeling performed for 3 data set sizes: 21, 56, 105

• Realistic simulation. Not all level combinations are physically feasible, which results in not all categories being

present in the DoE.

Thrust frame structural analysis

• 12 continuous dimensions, 2 discrete dimensions, 9 categories

• Modeling performed for 1 data set sizes: 135

• Realistic simulation. Linear trends with respect to the continuous sizing variables.

Implementation

The results presented in the following paragraphs are obtained with the following implementation. The model comparison

overhead routine is written in Python 3.6. The compared discrete kernels are implemented within the framework of

a GPflow [49], a Python based toolbox for GP-based modeling relying on the Tensorflow machine learning platform
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[50] (version 1.13). The GP training is performed with the help of a Bounded Limited memory Broyden - Fletcher -

Goldfarb a Shanno (L-BFGS-B) algorithm [33].
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