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Abstract: 
This study develops an alternative methodology for the risk analysis of information systems 
security (ISS), an evidential reasoning approach under the Dempster-Shafer theory of belief 
functions. The approach has the following important dimensions. First, the evidential reasoning 
approach provides a rigorous, structured manner to incorporate relevant ISS risk factors, related 
counter measures and their interrelationships when estimating ISS risk. Secondly, the 
methodology employs the belief function definition of risk, that is, ISS risk is the plausibility of 
information system security failures. The proposed approach has other appealing features, such 
as facilitating cost-benefit analyses to help promote efficient ISS risk management. The paper 
both elaborates the theoretical concepts and provides operational guidance for implementing the 
method. The method is illustrated using a hypothetical example from the perspective of 
management and a real-world example from the perspective of external assurance providers. 
Sensitivity analyses are performed to evaluate the impact of important parameters on the model’s 
results. 
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ABSTRACT: This study develops an alternative methodology for the risk analysis of 
information systems security (ISS), an evidential reasoning approach under the Dempster-Shafer 
theory of belief functions. The approach has the following important dimensions. First, the 
evidential reasoning approach provides a rigorous, structured manner to incorporate relevant ISS 
risk factors, related counter measures and their interrelationships when estimating ISS risk. 
Secondly, the methodology employs the belief function definition of risk, that is, ISS risk is the 
plausibility of information system security failures. The proposed approach has other appealing 
features, such as facilitating cost-benefit analyses to help promote efficient ISS risk management. 

 
The paper both elaborates the theoretical concepts and provides operational guidance for 

implementing the method. The method is illustrated using a hypothetical example from the 
perspective of management and a real-world example from the perspective of external assurance 
providers.  Sensitivity analyses are performed to evaluate the impact of important parameters on 
the model’s results.  

Keywords: Information Systems Security, Risk Analysis, Evidential Reasoning, Belief Function 
Theory, Cost Benefit Analysis, and Sensitivity Analysis. 
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An Information Systems Security Risk Assessment Model under 
Dempster-Shafer Theory of Belief Functions 

 
 

INTRODUCTION 
 

No system can be made absolutely secure [57] and one can rarely open a newspaper 

without reading about yet another computer security breach [6, 32, 64].  For example, in May 

2005, eight former employees of Bank of America Corp., Wachovia Corp. and other major banks 

were arrested for illegally stealing and selling account information of an estimated 500,000 

customers [64]. As information systems (IS) have become more prevalent in business, the 

consequences of Information System Security (ISS) violations have become more and more 

costly. For example, the 639 organizations responding to the Computer Security Institute 

(CSI)/FBI 2005 Computer Crime and Security Survey reported an estimated annual loss of 31 

million dollars caused by only one type of security issues - theft of proprietary information, and a 

total estimated annual loss of 130 million dollars caused by all computer security incidents [17]. 

Recent literature [8, 9] has also documented a significant economic cost for publicly-announced 

information security breaches.  In addition to the damaging costs of security breaches, the 

pressure to comply with regulatory requirements such as the Sarbanes-Oxley Act in the USA 

also drives the need towards more emphasis on information security issues. 

In order to prevent security breaches, businesses use controls (counter measures) to safe-

guard their assets from various types of threats by identifying IS assets that are vulnerable to 

threats. But, even in the presence of controls, the assets often are not fully protected from threats 

because of inherent control weaknesses. Thus, risk analysis is a critical step for the management 

of information systems security [57]. Many ISS risk analysis methodologies have been devel-

oped by both academic researchers and practitioners, including quantitative methods such as 
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expected value analysis, stochastic dominance approach, qualitative methods such as scenario 

analysis, questionnaire, fuzzy metrics, and popular practical toolkits such as IRAM (Information 

Risk Analysis Methodologies) developed by Information Security Forum, and CRAMM (CCTA 

Risk Analysis and Management Method) developed by Central Computer and Telecommunica-

tions Agency (CCTA).  

In our view, the existing ISS risk analysis methodologies have a number of important 

weaknesses and constraints. First, regarding how to estimate the probability of a threat to an IS 

asset and the related ISS risk, existing methods only provide general suggestions as to how to 

deal with the many interrelated relevant factors involved in ISS risk analysis and with the need to 

estimate the requisite probabilities [59]. Secondly, most existing methods use the probability of a 

negative outcome to model risk. This definition of risk ignores an important component of ISS 

risk - the level of residual uncertainty or ambiguity that remains after available evidence is con-

sidered.  

By proposing an alternative approach to ISS risk analysis, this article contributes to the 

ISS risk analysis literature in the following ways: 

1. It uses the Dempster-Shafer Theory of Belief Functions to model uncertainties involved 

in the assessment process of the presence or absence of threats and presence or absence 

of control measures. The belief function framework has been used effectively in many 

domains as diverse as auditing and medical diagnostics [53]. 

2. It provides a more comprehensive definition of information security risk by using the no-

tion of the plausibility [risk] of a negative outcome. This notion encompasses the most 

commonly accepted definitions of risk as described by the Cutter Consortium (2002) sur-

vey [1, 12]. As explained later, the plausibility of a negative outcome covers the potential 
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for the realization of unwanted, negative consequences of an event or situation, or an un-

certain condition involving a negative or positive effect. 

3. It provides a structured approach to incorporating the impact of risk factors (i.e., threats) 

and the impact of the corresponding counter measures (i.e., controls) on information se-

curity risk. In particular, it facilitates incorporating the impact on the ISS risk of control 

measures that pertain to multiple threats. This is not easy to incorporate in the existing 

approaches. 

4. It facilitates the assessment of risk by decomposing the overall information security risk 

into its sub-components and assessing the risks associated with the sub-components by 

individually assessing the impact of threats and controls to specific sub-components of 

the overall risk. This decomposition of risk assessment is appealing because human abili-

ties to estimate the overall outcome of a future event are poor, especially given a 

complicated situation consisting of multiple interrelated factors [1, 59]. 

5. It provides a flexible ISS risk assessment model that can be modified according to the 

problem domain and uses a well established calculus of belief functions to aggregate all 

the risks to determine the overall ISS risk. 

6. Finally, it provides a way to assess cost/benefit of maintaining controls to counter balance 

the threats. 

The remainder of the paper is divided into four sections. Section 2 provides background 

information, reviews relevant literature and discusses the weaknesses of existing methods. 

Section 3 introduces the theoretical foundation of the proposed methodology, provides the 

operational guidance for implementing the methodology, and demonstrates the method using a 

hypothetical example. Section 4 performs sensitivity analyses to evaluate the effects of important 
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parameters on the model’s results. These analyses are based upon an evidential reasoning model 

developed using a real-world assurance engagement. The final section discusses overall 

conclusions, limitations of the study, and future research.  

BACKGROUND RESEARCH 

ISS issues have been given serious consideration by both academics and practitioners for 

quite some time [4, 15, 21, 25, 31, 57, 58, and 66]. Because of space limitations, we do not 

present a complete review of the IS risk analysis literature. Instead, we discuss the major 

limitations of the existing approaches and how our approach mitigates some of these limitations. 

For comprehensive reviews of this literature see Alter and Sherer [1] and Rainer et al [37]. In 

addition to providing comprehensive reviews and highlighting the limitations of the prior 

literature, both of these studies provide their own approaches for IS risk analysis which we 

discuss later in this section.  

Before we discuss the existing approaches and their weaknesses, we would like to discuss 

the complexities that exist in practice regarding IS risk analysis. Basically, an information 

system is composed of multiple assets, including hardware, software, data, people and 

infrastructure. Threat agents (e.g. hackers, competitors) seek to abuse these assets through 

exploiting vulnerabilities. Asset owners (organizations) place value on IS assets and adopt 

countermeasures to reduce vulnerabilities. Countermeasures include deterrence, prevention, 

detection, and recovery [16, 57]. However, “residual vulnerabilities may remain after the 

imposition of countermeasures. Such vulnerabilities may be exploited by threat agents 

representing a residual level of risk to the assets” [22, p.14]. Managers will seek to minimize this 

risk given other constraints, such as the limited resources that can be employed to safeguard the 

assets. 
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In practice, ISS risk management is quite complex. Consider the following example 

which illustrates some of these complexities. Suppose a risk analyst wants to evaluate whether 

the information of an organization conducting its business through the Internet is secure. The 

analyst can easily determine that the information is exposed to risk during transmission over the 

Internet, during storage in the company’s system, and during storage in customers’ personal 

computers. Furthermore, the information stored in the company’s system is vulnerable to threats 

initiated by unauthorized outsiders (hackers), other customers, and internal employees. Thus, we 

see that each asset may be vulnerable to multiple types of threats, and that multiple control 

procedures or counter measures may be implemented to protect the information from such a 

threat. For example, to reduce the risk of accessing information by unauthorized employees, the 

organization may implement several counter measures such as physical control over the system, 

limit access to the physical facility through special ID cards, and limit access to the system 

through special passwords.  

In addition, there are situations where one counter measure may not only protect 

information from just one type of threat but also from multiple types of threats. For example, fire 

walls can protect information from being stolen and/or from being contaminated by hackers and 

customers. Thus, it is clear that, given the level of complexity of ISS risk management, simple 

linear models as proposed in most of the existing approaches will not be able to capture such 

complexities. 

The existing approaches for IS risk analysis can be grouped into three major categories: 

quantitative, qualitative, and a combination of quantitative and qualitative approaches. The 

quantitative approaches are generally called “expected value analyses” (EV) in the sense that 

they consider IS risk exposure as a function of the probability of a threat and the expected loss 
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due to the vulnerability of the organization to this threat (e.g., see [37]). Examples of expected 

value analysis approaches include Annualized Loss Expectancy (ALE) [34, 35], and the 

Livermore Risk Analysis Methodology (LRAM) [19].  

The Stochastic Dominance (SD) approach [36] focuses on answering the specific 

question of what contingency plan should be used to prevent losses if a disaster occurs. To 

achieve this goal, SD compares the costs associated with various backup and recovery options 

during the entire disaster recovery process in all areas of the organization. Instead of 

emphasizing the estimation of risks for different types of disasters, the SD approach analyzes 

how long it will take to recover from a disaster and how much the organization will suffer during 

the recovery period. 

All of the above approaches measure risk either as the probability of a negative outcome 

or a product of the probability of a negative outcome due to a threat and the probability that the 

corresponding control will fail to eliminate the threat [19, 34, 35]. This definition of risk does not 

capture the conceptualization of risk by the majority of IS professionals as found in a survey by 

the Cutter Consortium [12]. They found that 49% of the respondents conceptualized the risk as 

the potential for negative consequences of an event or situation and 22% as an uncertain 

condition or event that involves a negative or positive effect on achieving some objective. Of 

course, the first part is the traditional definition of risk but, because of the ambiguity as to 

whether the outcome is negative or positive, the second part cannot be modeled using probability 

framework. As we show later, the use of plausibility function in DS theory to define risk 

incorporates both dimensions and thus represents a more comprehensive definition.  

Rainer et al. [37] propose a risk analysis process that uses a combination of qualitative 

and quantitative methodologies. The process is composed of 8 steps. Steps 1 through 4 describe 
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how to identify IT assets. In step 5, the values of the IT assets identified are assigned. Step 6 

enumerates the possible threats to IT assets. Step 7 determines the vulnerability of IT assets to 

potential threats. In Step 8 the IT risk exposure for the organization is determined. The strength 

of the Rainer et al. approach is that it advocates the combined usage of qualitative and quantita-

tive methods. While their approach is quite comprehensive, to accomplish step 8 and capture the 

complexity of ISS risk assessment, they would need to use an approach such as discussed in this 

paper.    

Recently, Alter & Sherer [1] criticize existing ISS risk assessment approaches for lacking 

clarity in their definition of risk, practicality of use, completeness, and adaptability. They pro-

pose a general model which they argue satisfies all of the above criteria. Their model uses a flow 

chart to describe the interrelationships among systems being analyzed, sources of uncertainty, 

risk management, range of outcomes and the probabilities of negative outcomes, goals and ex-

pectations, financial loss, and impacts on other systems and projects. This approach also has 

limitations similar to prior approaches. For example, while they criticize the definition of risk in 

the literature prior their study, they do not provide a workable definition of risk in terms of prob-

ability. In fact, one cannot use the probability framework to define the risk as conceptualized by 

the majority of IS professionals as reported by the Cutter Consortium [12]. In addition, the Alter 

& Sherer approach will have difficulty capturing the complexities of the ISS risk environment 

dealing with the existence of multiple controls pertaining to a single threat and a single threat 

impacting multiple threats. 

In addition to the academic research discussed above, there are several IS risk analysis 

approaches developed by practitioners such as SPRINT and SARA by Information Security Fo-

rum (ISF, see http://www.securityforum.org/html/current.iram.htm) and CRAMM (see 
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http://www.cramm.com). Basically, these methods have used the approaches discussed by aca-

demics, which in general assesses IS risk by identifying asset vulnerabilities to threats and 

assessing impacts of corresponding counter measures. Since these methods are proprietary, little 

is known about them. However, since these are based on the prior academic works, they are 

likely to have weaknesses similar to the academic approaches discussed earlier. 

Summary of Limitations with Existing Approaches 

First, the existing methods use the probability of a negative outcome to represent risk. 

This representation of risk covers only one subcomponent of ISS risk (i.e., the probability of a 

negative outcome), and leaves out another important subcomponent (i.e., the level of uncertainty 

concerning whether the outcome will be positive or negative outcome). This study defines ISS 

risk as the plausibility of a negative outcome under the Dempster-Shafer theory of belief 

functions [39]. As elaborated in Appendix A, the plausibility of a negative outcome encompasses 

both risk subcomponents listed above. As noted above, the notion of risk using plausibility is a 

more conservative measure of risk than the probability measure of a negative outcome. 

Second, regarding how to estimate the probability of a threat’s occurrence and the overall 

ISS risk, existing methods only provide general suggestions, such as obtaining these estimates 

through discussions among relevant parties or through understanding the process of threat 

propagation. Unfortunately, such discussions are quite limited for guiding users to properly 

estimate ISS risk. As noted by Post and Diltz [36], “From the viewpoint of the analyst, the 

greatest difficulty with EV analysis lies in estimating the probability of losing a component of 

the system”. Further, existing methods do not provide a systematic way to incorporate the 

judgments about the impacts of various counter measures given the complex interrelationships as 

described earlier. LRAM is somewhat of an exception in that it decomposes the risk of an IS 
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asset being abused into two parts, the expected frequency of threat occurrence and the risk of 

control failure. However, it also fails to provide guidance on how to assess the failure of multiple 

controls pertaining to a single threat or how to assess the failure and the impact of a single 

control on multiple threats. The proposed approach provides a structure to the ISS risk 

assessment process by decomposing risk into its sub-components and identifying relevant 

controls and their interrelationships.  

Third, the existing methods either focus on the graphical relationships among ISS risk 

factors using flow charts or diagrams (e.g. Alter and Sherer general model [1]), or emphasize the 

quantitative computation of risk probabilities (e.g., EV analysis [19, 34, 35]), but not both. The 

proposed approach consists of both the graphical representation of relevant constructs through an 

evidential diagram which can fully capture the complexities of multiple controls dealing with 

one threat and one control dealing with multiple threats. In addition, our approach is adaptable, 

i.e., one can draw an evidential diagram that is appropriate in the situation depending on the 

assets, vulnerabilities, and the corresponding counter measures involved. Of course, there are 

limitations in our approach which are elaborated in the Conclusion. 

THEORY OF BELIEF FUNCTIONS  

The evidential reasoning approach under the Dempster-Shafer (DS) theory of belief func-

tions has been widely used in a broad range of disciplines, including audit and assurance services 

[44, 50, 49, 54, 51, 52, 53], artificial intelligence and expert systems [18, 61], data mining [33, 

60], financial portfolio management [45], image processing in radiology [10], remote sensing in 

agriculture [11] and in the ocean [29], and forecasting demand for mobile satellites [28].  

There are three basic functions that are important to understand the use of belief functions 

in a decision-making process: m-values, belief functions, and plausibility functions. Dempster's 
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rule is the fundamental rule for combining items of evidence. Appendix A provides additional 

details on these basic concepts1. 

Basically, an evidential reasoning approach to risk assessment is a process where several 

variables (assertions) when combined together inform the analyst about a variable of interest, 

such as ISS risk. As mentioned in the introduction, there are several advantages of this approach. 

In addition to using D-S theory of belief functions for representing uncertainties, the present 

approach allows the decision maker to develop an evidential diagram to assess the ISS risk that 

contains various variables such as the IS assets, the related threats, and the corresponding counter 

measures. Next, the decision maker can input their judgments about the presence or absence of 

threats and the impact of counter measures on the corresponding threats in terms of belief 

functions. This process enables the decision maker to aggregate the evidence pertaining to 

various intermediate variables and then infer about the variable of interest, which is the ISS risk 

in the present case. 

Definition of Information Systems Security Risk 

We use the notion of risk represented by the plausibility of a negative outcome which has 

been used by Srivastava and Shafer [50] to define audit risk in financial audits and by Démotier 

et. al [14] to define the quality risk in water treatment. Under the DS theory of belief functions, 

ISS risk is defined to be the plausibility of information not being secure (see Appendix A for the 

mathematical definition of plausibility function).  

This definition of risk is a somewhat conservative measure of risk as it is based on the 

worst case scenario where any ambiguity [uncertainty] in the situation is added to any direct 

evidence of information security risk. To illustrate the definition, consider a situation where we 

                                                           
1 Readers are suggested to refer to [52, 63] for more elaboration and applications of Belief Function theory. 
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have some belief, say 0. 30 on  a scale 0 -1, that an information system asset is secure, 0.20 level 

of belief that it is not secure, and 0.5 level of ignorance indicating whether it is secure or not is 

unknown, based on what we know about the presence of threats and the corresponding counter 

measures. This information tells us that the plausibility that the information is not secure is 0.7, 

i.e., Pl (IS is not secure) = 0.7, which is the ISS risk. In other words, we have 70% risk that the 

IS is not secure based on all available information. If we obtain additional information such as 

control measures that mitigate relevant threats, then one would assess the impact of these control 

measures on the threats and combine this information with the earlier assessed beliefs. 

Dempster’s rule may be used to obtain the overall plausibility that the IS is not secure to obtain a 

measure of overall ISS risk.  

Evidential Reasoning Model for ISS risk Assessment 

The process of developing an evidential reasoning model consists of four phases: 

specification of the model structure (i.e., the evidential diagram); assessment and representation 

of evidence strength; determination of the overall level of ISS risk and each individual IS asset’s 

risk; and cost - benefit analysis of ISS risk. We illustrate the process by considering the 

following hypothetical situation. Suppose a manager is interested in evaluating the ISS risk 

involved in one important IS asset, hardware. The corresponding evidential diagram is given in 

Figure 1, which is further elaborated in the following discussions. 

*****   Insert Figure 1 here   ***** 

Phase 1: Specify the Model Structure 

An evidential diagram consists of assertions, evidence and their interrelationships. 

Assertions include the main assertion and sub-assertions. The main assertion is the highest-level 

assertion; the sub-assertions are lower-level assertions. For the evaluation of the ISS risk 
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involved in hardware, the main assertion is identified as ‘1. Hardware is secure’. If hardware is 

secure, it must be protected from various threats, including equipment malfunction, human 

errors, unauthorized physical access, unauthorized logical access, and natural disaster. Hardware 

being protected from each of these threats is expressed as sub-assertions 1.1 to 1.5.  

In Figures 1, the rounded boxes represent assertion nodes. Note that the evidential 

diagram presented here is for illustrative purposes and that it is not complete in terms of 

assertions related to assets, threats, and counter measures. One can always add new assertions 

related to any new additional threat or add a new asset and the corresponding threats and counter 

measures as appropriate in the specific situation. 

Relationships between assertions (e.g., between the main assertion and sub-assertions, 

between higher-level sub-assertions and lower-level sub-assertions) need to be defined using 

logical relationships such as ‘and’, and ‘or’. We use the ‘and’ relationship between the main 

assertion and the sub-assertions, which implies that the main assertion (higher level sub-

assertion) is true if and only if each sub-assertion (lower level sub-assertion) is true.  

Evidence represents the information that supports or negates assertions. Evidence nodes 

are represented by rectangular boxes in the evidential diagrams. Examples of evidence include 

controls implemented by the organization to protect assets, and procedures performed by the risk 

analyst to evaluate the controls. Evidence nodes are connected to the corresponding assertion(s) 

that they directly pertain to. For instance, in Figure 1, the evidence “E1.9 Continuous 

management/organizational attention. Awareness training program” directly pertains to 

assertion “1. Hardware is secure” and thus it is connected to that assertion. Evidence “E1.6 

Penetration tests on firewalls” pertains to the sub-assertion “1.4 Hardware is protected from 

unauthorized logical access” and thus is connected to this sub-assertion.  
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In certain situations, one item of evidence can be connected to more than one assertion. 

For example, in Figure 1, evidence “E1.3 On-site replication for quick recovery” pertains to two 

sub-assertions, “1.1. Hardware is protected from equipment malfunction” and “1.2 Hardware is 

protected from human errors”. Table 1 provides a detailed description of evidence in Figure 1.  

The ISS risk assessor can use existing qualitative methodologies, such as scenarios, and 

questionnaires to develop the evidential diagram. Although costly, methods such as Delphi 

techniques2 can be used to refine the completeness and accuracy of an evidential diagram.   

*****   Insert Table 1 here   ***** 

Phase 2: Assess and Represent Strength of Evidence  

In this step, users assess strength of evidence, which indicates the level of support that a 

piece of evidence provides in favor of and/or against the assertion it pertains to. Strength of 

evidence is represented by m-values. To avoid being heavily impacted by individual subjective 

judgment, evidence strength can be elicited from multiple experts. Group meetings or Delphi 

techniques can be used to help achieve consensus among experts.  

Phase 3: Determine the overall level of ISS risk related to an IS Asset and ISS risk from 
Individual Threats 

 
In this step, beliefs on assertions are computed by combining the strength of all the items 

of evidence (m-values), based upon the model’s structure. This is done by propagating m-values 

through the network3. The present study uses Auditor’s Assistant software [43] to conduct the 

computation.  

                                                           
2 The Delphi technique begins with an initial open solicitation step followed by multiple rounds of feedback, and 
may be used to identify issues and obtain consensus among participants [37]. 
3 Shenoy and Shafer [46] have discussed this process in detail. The process of propagating m-values in a network 
becomes computationally quite complex. However, there are several software packages available [38, 43, 65]  that 
facilitate the process. 
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Figure 1 shows that, given the assumed assessments of evidential strength, the overall 

belief supporting the assertion that ‘Hardware is secure’ is 0.742, the overall belief negating the 

assertion is 0.091, with 0.167 remaining as ambiguity. This suggests that the risk involved in 

hardware is 0.258, i.e., the plausibility that hardware is not secure is 0.258.  

By following the above steps, the decision maker will obtain a quantitative measure of 

ISS risk. However, this may not be the ultimate goal of the analysis. For example, managers may 

want to compute and compare the expected loss from threats for each IS asset, based on the 

assessed ISS risk, with and without countermeasures in order to determine whether 

countermeasures are cost effective. Next we discuss how to conduct cost benefit analysis under 

the evidential reasoning approach. 

COST BENEFIT ANALYSIS UNDER THE EVIDENTIAL REASONING APPROACH 

Given the limited organizational resources available for security measures, any 

information system can only be secured at a level consistent with cost benefit considerations 

rather than at a 100% secure level. In general, any security measure or combinations of measures 

should not cost more than the expected cost of tolerating the problem addressed by the 

measure(s) [37]. Therefore, cost-benefit analysis is critical for ISS risk management.  

Here we present a cost-benefit analysis of having control measures to reduce the 

information security risk under the DS theory of belief functions. There are several approaches to 

decision making using an expected value approach under DS theory [23, 24, 30, 47, 48, 55, 56, 

62].  They all suggest a way to resolve the ambiguity and then perform the expected value 

analysis. We use Strat’s approach ([55, 56], see also [51]) because it provides the worst and the 

best case scenarios which, in turn, provides the decision maker a choice between the two 

extremes. 
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Let us assume that mCi
+ , mCi

− , and (1- mCi
+

 − mCi
− ), respectively, represent the overall 

belief that a given asset is protected, not protected, and ambiguity in the assertion that the asset is 

either protected or not protected from threat ‘i’ in the presence of control measures pertaining to 

the threat. As suggested by Strat [55, 56], in order to perform the expected value analysis under 

DS theory, we introduce a parameter ρ (1 ≥ ρ ≥ 0), an indicator of a decision maker’s risk 

attitude where ρ = 1 indicates that the decision maker is extremely risk seeking and ρ = 0 

indicates that (s)he is extremely risk averse. The parameter ρ can take different values for 

different assertions (assets) because the risk attitude of a decision maker may vary along with 

his(her) prioritization of IS assets. Parameter ρ allows the decision maker to resolve the 

ambiguity by allocating part of the ambiguity, i.e., ρ(1- mCi
+

 − mCi
− ), in favor of the assertion 

that it is true and the remaining ambiguity, (1-ρ)(1- mCi
+

 − mCi
− ), to the negation of the assertion 

that it is not true.  Thus, the revised overall m-values can be written as: 

'm  m  (1  m  m )Ci Ci Ci Ciρ+ + + −= + − − , and 'm  m  (1 )(1  m  m )Ci Ci Ci Ciρ− − + −= + − − −  

The revised m-values add to one. The value of ρ determines how ambiguity is resolved. 

A value of ρ = 0 indicates the worst scenario case, where the ambiguity, (1- mCi
+

 − mCi
− ), is 

assigned to the negation of the assertion. A value of ρ = 1 represents the best scenario case, 

where all the ambiguity is assigned to the support of the assertion.  

The expected loss due to n types of threats in presence of a set of countermeasures for the 

corresponding threats can be expressed as (e.g. see  [51]): 

 Expected loss with Countermeasures = 
1

'm ,
n

i
iCi A−

=
∑                       (1) 

where Ai is the potential loss of the IS asset due to ith threat. 
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The expected loss due to n types of threats in absence of a set of countermeasures for the 

corresponding threats can be expressed as: 

 Expected Loss without Countermeasures = 
1

'm ,
n

i
i

NCi A−

=
∑         (2) 

where Ai again represents the potential loss of the IS asset due to ith threat and 'mNCi
−  represents 

the overall belief that ith threat occurs to the asset in absence of countermeasures (or no 

countermeasures as indicated by the subscript ‘NC’) and is given by: 

 'm  m  (1 )(1  m  m )NCi NCi NCi NCiρ− − + −= + − − − . 

In the worst scenario case (ρ = 0), Equations (1) and (2) reduce to: 

 Expected loss with Countermeasures (worst case) = 
1

n
' +

1
m  = (1  m )

n

i
i iCi Ci

i
A A−

= =
−∑ ∑  

             
1

 = ISS-Risk
n

iCi
i

A
=
∑                 (3) 

 Expected loss without Countermeasures (worst case) = +

1

n
'

1
m  = (1  m )

n

i
i iNCi NCi

i
A A−

= =
−∑ ∑  

             
1

 = ISS-Risk
n

iNCi
i

A
=
∑         (4) 

where ‘ISS-RiskCi’ and ‘ISS-RiskNCi’, respectively, represent the information systems security 

risk when countermeasures are present and not present. As mentioned earlier, these risks are 

defined in terms of plausibility that the IS asset is not protected from the ith threat. 

To evaluate the benefits of implementing countermeasures, the information systems 

analyst can conduct a comparison of the expected organizational costs with and without the 

countermeasures. In the presence of a set of countermeasures, two types of cost exist. One is the 

cost for implementing the countermeasures. The other is the amount of potential loss of the asset 
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due to the residual risk of threat occurrence even in the presence of the countermeasures. This 

amount is the expected value of the loss in dollar terms in the presence of countermeasure as 

defined in Equation (1) or in Equation (3) for the worst case scenario. Without countermeasures, 

the cost is simply the expected amount of asset loss due to the risk of threat occurrence, which is 

defined in Equation (2) or in Equation (4) for the worst case scenario. 

If ISS risk management is efficient, the total costs with countermeasures should be lower 

than the costs without countermeasures, which is expressed as follows: 

                                              '

1 1
m  

n n
i iCi

i i
A K−

= =
+∑ ∑ < '

1
m ,

n
iNCi

i
A−

=
∑  (5) 

where iK  represents the total costs of implementing a set of countermeasures for the ith threat. 

The left side of the expression in Equation (5) represents the total expected organizational 

costs in the presence of countermeasures, while the right side of the expression represents the 

total expected organizational costs in the absence of countermeasures. The next section describes 

how the above m-values, 'mCi
−  and 'mNCi

− , can be assessed through the use of an evidential 

diagram. 

To further demonstrate the cost-benefit analysis presented above, let’s continue on using 

the hypothetical example used earlier. As an illustration, suppose the manager has estimated the 

following costs for implementing countermeasures and loss of hardware if threats occur: 

 

 

Assume that the manager also believes that, in the absence of countermeasures, hardware is 

secured only at a 0.2 level of belief, on a scale of 0-1.  

IS Asset Total cost of controls  Total loss from threat occurrence  
Hardware $250,000 $400,000 
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Based upon Equation (5), the total expected organizational costs in the presence of 

countermeasures for hardware are as follow (see Fig. 1 for m-values): 

 Expected costs with countermeasures = [0.091 + (1-ρ) × 0.167] ×$400,000  +$250,000  

The expected costs in the absence of countermeasures for hardware are as follow: 

Expected costs without countermeasures = (1-ρ) × 0.8 × $400,000  

As discussed earlier, the estimation of ISS risk and organizational costs varies along with 

the risk preference parameter ρ. Next we analyze two extreme situations, ρ = 1, and ρ = 0. 

The best case scenario (ρ = 1): Under this scenario, all the ambiguity is assigned to the 

support of the assertions. Therefore the expected organizational costs for all three assets in the 

absence of countermeasures would be 0, less than costs in the presence of countermeasures. 

Under this scenario, the manager will choose not to implement any countermeasure. 

The worst case scenario (ρ = 0): Under this scenario, all the ambiguity is assigned to the 

negation of the assertions. Therefore, the estimated organizational costs for hardware in the 

presence of countermeasures and in the absence of countermeasures are as follow:  

  Expected costs with countermeasures = [0.091 + 0.167] ×$400,000 +$250,000  

     = $353,200 

             Expected costs without countermeasures = 0.8 × $400,000 = $320,000  

The above results suggest that, under the worst scenario case, the security management of 

hardware is inefficient because for hardware, the estimated costs in presence of controls are 

$33,200 higher than those in absence of controls. This suggests that the manager should examine 

the existing controls and take actions that will either lead to a higher level of effectiveness or 

lower costs for current controls or reduce/eliminate the ineffective controls.  
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SENSITIVITY ANALYSIS ON THE EVIDENTIAL REASONING MODEL 

In both the MIS and other research fields, sensitivity analysis has often been adopted as a 

tool to evaluate a new approach. There is substantial awareness of the usefulness of sensitivity 

analysis to help understand the effect of various parameters and model specifications on a 

model’s performance [7, 26]. Therefore, in this section, we employ sensitivity analysis to 

evaluate the effect of several important aspects of the proposed approach. The aspects studied 

include the assumed logical relationships among assertions, the location of evidence, and the 

strength of evidence. 

To obtain sensitivity analysis results grounded in an actual ISS risk assessment situation, 

we perform the analyses based upon the proposed ISS risk assessment model applied to an actual 

WebTrust assurance engagement4 [2, 3]. The engagement was performed by an external 

assurance provider5 for a client we call ABC Company.  

ABC is a global company with a relatively long business history and several years of E-

business history. A Big Four auditing and assurance firm provided assurance concerning ABC 

Company’s disclosure of its electronic commerce business practices on its web site and the 

effectiveness of ISS controls over transaction integrity and information security for three basic 

business functions during the year 2000.  

Based on the assurance results, the system was judged to be secure based on applicable 

American Institute of Certified Public Accountants and Canadian Institute of Chartered 

Accountants (AICPA/CICA) WebTrust criteria in effect during the examination period. 

                                                           
4 Since this engagement was a WebTrust service engagement, no cost data was gathered by the auditor, and thus we 
were not able to use such real data for our cost-benefit analysis. 
5 To meet management’s need in evaluating ISS, various professional bodies are providing assurance services in this 
domain. For example, starting in 2000, accounting professionals have been providing WebTrust assurance on cli-
ents’ information systems (The American Institute of Certified Public Accountants and Canadian Institute of 
Chartered Accountants [2, 3]. Section 404 of the Sarbanes-Oxley Act of 2002 also requires external auditors to as-
sess risks related to their clients’ internal controls over financial reporting. 
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Therefore a WebTrust seal and assurance report was issued (See Appendix B). The assurance 

firm provided us with access to the information needed to develop a real example of ISS risk 

assessment. The specific security risks examined focus on information security related to 

customer data and various risks that these data are not adequately protected from various threats.   

Development of Evidential Diagram 

Based upon the process suggested previously, an evidential diagram (See Figure 2) for 

the “Information Protection” assertion in ABC Company’s assurance engagement was 

developed. The actual assurance engagement documented three assertion categories, “Business 

Practices and Information Privacy Disclosures”, “Transaction Integrity” and “Customer 

Information Protection”. “Customer Information Protection” is the focus of the sensitivity 

analysis as it represents assurance directly related to ABC’s ISS risk. 

The structure of the example was defined by a combined effort of the authors and the 

audit manager based upon a 40-page fieldwork master file that documented the engagement. The 

file documented audit scope, assertions being investigated and corresponding items of evidence 

gathered to evaluate the various assertions.  

*****   Insert Figure 2 here   ***** 

As a starting point for sensitivity analysis, belief inputs (m-values) on strength of 

evidence were elicited from the audit manager6. The audit manager was a first-time user of the 

evidential reasoning approach under belief function theory. Therefore, two authors provided the 

audit manager with half-an-hour of training that explained the principles needed to express 

                                                           
6 Note that the authors are not involved in the determinations of belief inputs. All m-values used in the study are the 
audit manager’s independent judgments. 
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beliefs under a belief-function approach. After being exposed to the training, the audit manager 

still had some questions about the approach. Further discussions were made to clarify them.  

The following fuzzy metric was also provided to facilitate his input of the strength of 

evidence: very low strength = [0 - 0.1); low strength = [0.1 - 0.3); median strength = [0.3 - 0.7); 

high strength = [0.7 - 0.9); very high strength = [0.9 - 1.0]7. The entire process including the 

training, the trouble-shooting discussion, and the completion of belief inputs by the audit 

manager lasted about three hours. Auditor’s Assistant software [43] was used to aggregate m-

values from all the items of evidence and to compute the ISS risk, which is the plausibility that 

customer data were not being adequately protected8.  

Discussion of the Derived Evidential Diagram 

The derived evidential diagram is presented in Figure 2. Part A of Figure 2 shows the 

overall model which, as discussed earlier, consists of assertions concerning customer information 

security and evidence collected during the engagement to test the validity of these assertions.  

Due to space limitation, some items of evidence are grouped together and presented in Part B of 

Figure 2.  

The model consists of one main assertion, three second-level assertions (sub-assertions), 

and three third-level assertions (sub-sub-assertions). The main assertion (A1.), “information is 

protected”, represents the overall security of the evaluated IS asset: customer information. Three 

sub-assertions, A1.1, A1.2, and A1.3 assert that information is protected from three 

vulnerabilities categorized by location: during transmission, during storage in the firm’s systems, 

and during storage in customers’ computers. Sub-assertion A1.2 deals with the security level of 

                                                           
7 We use standard mathematical notation to represent intervals where the number next to a square bracket is not in-
cluded in the interval where as the number next to a rounded bracket is included in the interval. 
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information retained in the firm’s systems. This information is vulnerable to three major types of 

potential abusers: unauthorized outsiders, other customers, and internal employees. Therefore, 

under sub-assertion A1.2, three sub-sub-assertions, A1.2.1, A1.2.2, and A1.2.3, are identified to 

represent information protection from these three types of abusers.     

Note that all thirty-one items of evidence in this model were assessed by the assurance 

provider to be positive. One possible explanation is that the assurance provider did not obtain 

any negative evidence during the engagement. An alternative explanation is that the audit team’s 

strategy was a purely “positive evidence” strategy. In such an approach, the objective is to obtain 

sufficient positive evidence such that the belief that the “information is protected” assertion is 

true exceeds some threshold, say 0.90. Thus, negative evidence would not need to be 

documented in the master file. In the sensitivity analyses performed later, we do investigate 

impacts of negative evidence.  

Based upon our evidential model with the ‘and’9 relationship and strength of evidence 

assessments provided by the audit manager, the overall belief that the ‘information is protected’ 

is calculated to be ‘0.86, 0.0’.  This means that the assurance provider is 86 percent confident 

that the overall assertion ‘information is protected’ is true and has zero belief that the assertion is 

not true since no negative evidence was obtained with respect to this assertion. However there is 

14 percent ambiguity or ISS risk remaining. The 14 percent ambiguity indicates a 14 percent 

overall risk that customer information is not adequately protected.  

The evidential diagram model is a logical, structured and comprehensive representation 

of all the assertions, corresponding items of evidence and their relationships documented in the 

                                                                                                                                                                                           
8 The information regarding the expected asset losses is not available in this study. Therefore the step that deter-
mines the ISS risk in the form of dollar value is omitted.  
9 The “and” relationship is used here because it is commonly used in prior literature. One alternative relationship, 
the “weighted average” relationship is investigated in the following sensitivity analysis.  
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original audit documents. The original audit documents are largely unconnected audit facts, but 

the evidential diagram model provides systematic information that can be used by auditors and 

systems analysts in general to assess ISS risk and reliability.  

Sensitivity Analysis Results 

To evaluate the effect of several important aspects of the proposed approach, we next 

perform sensitivity analysis on the assumed logical relationships among assertions, the location 

of evidence, and the strength of evidence. 

Impact of Relationship among Assertions on the Overall ISS risk Assessments 

The model derived from the ABC Co. engagement and presented in Figure 2 is based 

upon the ‘and’ relationship among assertions. One possible shortcoming of the ‘and’ relationship 

is that it can significantly weaken the overall belief of an assertion when it is used to aggregate 

beliefs from related sub-assertions [2710, 50]. The more sub-assertions there are, the more 

significantly this ‘dilution effect’ may become. In order to address the above problem with the 

‘and’ relationship, we next consider an alternative, ‘weighted average’, relationship. The main 

reason to choose the ‘weighted average’ relationship among many alternatives is that ISS risk 

analysis often involves users’ prioritization of risks [51, 57]. The ‘weighted average’ relationship 

can better represent the relative importance of the risk related to sub-assertions.  

Similar to [45], we use the ‘discounting’ method to express the ‘weighted average’ 

relationship in the belief functions framework. Each sub-assertion’s m-values are discounted by 

some weight 1-wi, where wi represents the relative importance of sub-assertion a.i.  A one-to-one 

relationship is established between an assertion a, and its sub-assertion a.i.: 

                                                           
10 Krishnamoorthy [27] discusses the issues related to the ‘and’ relationship and shows that when many sub-
assertions are related by an ‘and” relationship, this may lead to counter-intuitive results. 

Srivastava, Rajendra. (2006) An Information Systems Security Risk Assessment Model under Dempster-Shafer Theory of Belief Functions. 
Journal of Management Information Systems, 22 (4), 109-142. Publisher's Official Version: <http://www.jmis-web.org/>.   
Open Access Version: <http://kuscholarworks.ku.edu/dspace/>.



 

25  
 

m ({(a, a.i), (~a, ~a.i)}) = wi , 

m ({(a, a.i), (~a, a.i), (a, ~a.i), (~a, ~a.i)}) = 1 − wi . 
 

Table 2 defines the ‘weighted average’ relationship between the assertion (sub-assertion) and 

each of its sub-assertions (sub-sub-assertions). Weights used to define the ‘weighted average’ 

relationship in Table 2 were provided by the audit manager based upon his expertise. The 

weights assigned to the three sub-assertions A1.1, A1.2 and A1.3 are respectively 0.4, 0.4 and 

0.2. The weights assigned to the three sub-sub-assertions A1.2.1, A1.2.2 and A1.2.3 are 

respectively 0.3, 0.6 and 0.1. Unequal weights assigned by the assurance provider further support 

the usefulness of a ‘weighted average’ relationship in this context.  

*****   Insert Table 2 here   ***** 

Using the same belief inputs as used in Figure 2, we create the model with the ‘weighted 

average’ relationship among assertions that is shown in Figure 3. The overall belief on the 

Assertion ‘customer information is protected’ under the model with a ‘weighted average’ 

relationship among assertions is 90 percent and the risk that ‘information is not protected’ is 10 

percent (see Figure 3). This assurance level is more consistent with a high level of assurance11 

implied in the unqualified assurance report. Recall that the model with the ‘and’ relationship 

among assertions yielded an overall belief of 86 percent (see Figure 2).12 The implied 14% 

assurance risk suggests extra audit work is needed to reach a higher level of assurance that 

interested parties may require. This may possibly lead to an inefficient assurance engagement. 

*****   Insert Figure 3 here   ****** 

                                                           
11 Although there is no quantitative standard for a high level of assurance, the conventional level for financial state-
ment assurance is often thought to be .90 or .95. 
12 In our model, there are only three sub-assertions and three sub-sub-assertions. As the number of sub-assertions 
(sub-sub-assertions) increases, the advantage of the ‘weighted average’ relationship over the ‘and’ relationship will 
become more obvious. 
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The Impact of Evidence Location in the Hierarchy of Evidence 13 

 In this section we perform sensitivity analyses to explore the impact of the location of 

evidence on the risk assessments using the model with the ‘and’ relationship and the ‘weighted 

average’ relationship among assertions. Location in the hierarchy of evidence indicates to which-

level of assertion (sub-assertion) a piece of evidence directly pertains. We choose one item of 

evidence respectively from each of the three levels of assertions in the model. Next we observe 

how the overall belief on the main assertion ‘customer information is protected’ changes as the 

strength of the chosen evidence varies from negative evidence (-0.9) to positive evidence of 

(+0.9).  

Figure 4 presents the sensitivity analyses results. The chart on the left represents results 

under the model with the ‘and’ relationship; the chart on the right represents results under the 

model with the ‘weighted average’ relationship. The slopes of lines represent the rate of change 

of the overall belief with respect to the strength of evidence. Under both models, we find similar 

results as follow.  

Evidence at the overall assertion level yields the highest impact on the overall belief 

concerning the assertion ‘information is protected’; evidence at the sub-assertion level yields the 

second highest impact on the overall belief; and evidence at the sub-sub-assertion level yields the 

lowest impact. This finding seems to be reflected in current financial statement audit practice [5] 

where evidence at the overall level is considered to be relatively more important compared to 

audit evidence specific to individual accounts or transaction streams. 

*****   Insert Figure 4 here   ****** 

                                                           
13 The analyses and results presented in this paper are based upon the weights provided by the audit manager. We 
also performed sensitivity analyses by assuming equal weights, where each sub-assertion under one assertion is con-
sidered to be equally important. The sensitivity analyses results based upon the assumption of equal weights show 
no significant difference from those based upon the manager’s weights.  
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The Impact of Strength of Evidence 
 
             Here we examine how the strength of evidence impacts the beliefs on assertions. Again, 

we focus on the overall risk concerning ‘information is protected’. In our sensitivity analysis, we 

change the strength of all the evidence in our two models by +30%, +20%, +10%, -10%, -20% 

and -30%. When the strengths of all items of evidence are increased by 10%, 20% and 30%, 

under the model with the “and” (“weighted average”) relationship, the corresponding increases 

in the overall belief are 4.4%, 8.06% and 10.7% (2.00%, 3.72% and 5.20%). When the strengths 

of all items of evidence are decreased by 10%, 20% and 30%, under the model with the “and” 

(“weighted average”) relationship the corresponding decreases in the overall belief are 7.36%, 

15.7% and 24.8% (3.24%, 7.24% and 12.18%). Figure 5 presents the results of this sensitivity 

analysis. 

*****   Insert Figure 5 here   ****** 

All items of evidence are positive in the above sensitivity analysis since the workpapers 

provided from ABC Co. did not contain negative evidence. We can observe, for positive 

evidence, a change of 10%-20% in the input beliefs for positive items of evidence typically lead 

to a change of 4%-8% in the overall belief at the assertion level. That is, for positive evidence, a 

small variation in the input beliefs often does not impact significantly the overall belief. This 

implies that the model is robust to small amounts of measurement error in assessing strength of 

positive evidence.  

However, for negative evidence which indicates that the customer data may not be 

secure, variations in the input beliefs have a larger impact upon the overall belief. This is 

reflected in Figure 4. Regardless of the location of the evidence, the same magnitude of change 

in strength of negative evidence has a larger impact upon the overall belief than that of positive 

evidence. This implies that model users need to be more precise in assessing strength of negative 

Srivastava, Rajendra. (2006) An Information Systems Security Risk Assessment Model under Dempster-Shafer Theory of Belief Functions. 
Journal of Management Information Systems, 22 (4), 109-142. Publisher's Official Version: <http://www.jmis-web.org/>.   
Open Access Version: <http://kuscholarworks.ku.edu/dspace/>.



 

28  
 

evidence than that of positive evidence. The results in Figure 5 also indicate that the sensitivity 

level of the overall belief to changes in the strength of evidence is impacted by the relationship 

among assertions.  Generally speaking, the model with the ‘and’ relationship is more sensitive to 

changes in the strength of evidence than the model with the ‘weighted average’ relationship.  

 
CONCLUSIONS 

This study develops an evidential reasoning approach for the risk analysis of information 

systems security (ISS) under the Dempster-Shafer theory of belief functions.  This approach 

incorporates a number of possible advantages. First, the evidential reasoning approach extends 

existing methods by providing a rigorous, structured and tractable approach to ISS risk 

assessment. The structure facilitates the explicit incorporation of the complexity of risks that 

derive from multiple IS assets, from multiple vulnerabilities to threats, and from multiple 

controls pertaining to a single threat, including situations where each control may provide 

different levels of assurance in protecting an asset from various threats. Second, the approach is 

based on belief function theory which defines ISS risk in terms of the plausibility that an 

information resource is not adequately protected. The plausibility representation of risk is more 

comprehensive in the sense that it encompasses both knowledge about possible negative 

outcomes of security breakdowns and also any uncertainty or ignorance related to security 

assessments. Further, this approach is flexible as it allows the systems analyst to assess ISS risk 

either as a point estimate (plausibility) or as a range from the worst possible scenario to the best 

depending on the ambiguity remaining after evidence has been collected. 

The paper also provides discussion on how to conduct a cost-benefit analysis under the 

evidential reasoning approach. To help better utilize the limited organizational resources 
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available for ISS risk management, the illustrated cost-benefit analysis facilitates the evaluation 

of the effectiveness of ISS management from a cost-benefit perspective   

To evaluate the effects of important structural aspects of the proposed approach, we also 

performed sensitivity analysis using an evidential diagram developed based upon information 

protection aspects of a real-world WebTrust assurance engagement. Study of this case both 

provided some initial evidence on the feasibility of applying the evidential network approach 

previously discussed and provided some interesting empirical results that call for additional 

research. For example, the risk assessment documentation obtained from the assurance provider 

only compiled positive evidence of various controls that help mitigate ISS risks. Also, the 

calculated ISS risk related to the assertion that important information was adequately protected 

was shown to be at a relatively high 14% level.  

Further sensitivity analyses that were conducted on the logical relationship among the 

variables using ‘and’ vs. ‘weighted average’ relationships, on the location of evidence in the 

evidential network, and of the strength of evidence (for both positive and negative evidence). 

These analyses provided both illustration of the kinds of analysis our approach facilitates and 

some results specific to the real world case that we studied.   

In conclusion, this study has provided conceptual discussions and empirically-based 

sensitivity analyses that should help guide both practice and future research in formalizing an 

evidential reasoning approach to the analysis of ISS risk. Of course, the research has its 

limitations, some of which imply the need for additional research.   

First, since this paper is the first study that introduces a formal evidential reasoning 

approach to ISS risk analysis and given confidentiality constraints on data related to our 

WebTrust illustration, we are not able to provide much empirical evidence of the advantages of 
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this approach over others. Thus, field research is needed to empirically compare our approach 

with other methods. Secondly, the specification of model structure for the real example was done 

jointly by the authors and an audit manager. One question that arises is the extent to which users 

can independently complete such a task in practice. Since the development of the model structure 

is grounded upon users’ understanding on the interrelationships among multiple factors involved 

in risk analysis, we expect that users with sufficient domain knowledge in the ISS risk analysis 

area, with relevant training and with supporting documentation can accomplish such a task. But 

much needs to be done to confirm such a conjecture.  

Thirdly, users of our approach need a basic understanding of belief functions and the 

assessments that need to be made. Fortunately, our experience in training the audit manager who 

provided input for the sensitivity analysis showed that an appropriate level of knowledge can be 

provided in a relatively short period of time, in this case about half an hour of training. Further, 

empirical research in the auditing domain suggests that decision makers are comfortable with 

using belief functions to represent their uncertainty judgments. Fourthly, although the proposed 

approach offers advantages over existing methods because it breaks down the risks and their 

plausibility to a finer level of detail, it still require domain experts’ belief inputs at the individual 

evidence level. Future research should be conducted to explore how to better elicit practitioner’s 

assessments of the strength of the evidence. As discussed in the paper earlier, one approach is to 

elicit evidence strength from multiple experts. Group meetings or Delphi techniques can be used 

to help achieve consensus among experts and perhaps attain needed reliability of assessments. 

Finally, clearly the modeling approach should be tested in other practice situations in addition to 

the WebTrust engagement discussed in this paper. 
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Appendix A: Basics of Dempster-Shafer Theory 
 

The Dempster-Shafer (DS) theory of belief functions is a generalization of Bayesian 

theory of subjective probability [40, 41]. In fact, the belief-function reasoning is not new; it can 

be found in the work of George Hooper, Jakob Bernoulli, and Johann-Heinrich Lambert as early 

as the late seventeenth and early eighteenth centuries [39]. The current form of belief-function 

theory is based on the work of Dempster during the 1960s [13] and Shafer during the 1970s [38]. 

Under Bayesian theory, the answer to the question of interest is represented in terms of 

probability. That is, under Bayesian theory we associate objective or subjective probabilities to 

the possible answers to the question of interest. Under DS theory, the degree of belief that can be 

associated with the possible answers to a question of interest may depend on the probability 

associated with the answers to a related question. 

For example, suppose we want to know whether the IT manager has been following a 

given control procedure in the information systems area. In response to this query, suppose the 

IT manager answers, ‘yes, we do follow the control procedure’. The question is, based on this 

answer, what degree of belief can we associate with the IT manager’s statement that ‘yes, we do 

follow the control procedure’? Well, this would depend on the subjective probability of how 

reliable the IT manager is. The manager’s statement ‘yes, we follow the control procedure’ is 

true if he is reliable but not necessarily true if he is unreliable. Suppose the subjective probability 

that the manager is reliable is 0.9, and he is unreliable is 0.1. Based on this subjective 

probability, we can associate 0.9 degree of belief that the management is following the control 

procedure and zero degree of belief (not 0.1 degree of belief) that they are not following the 

procedure. This zero degree of belief does not mean that we are sure that the IT manager is not 

following the control procedure, as a zero probability would; it simply means the IT manager’s 
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testimony gives no reason to believe that they are not following the control procedure. This 0.9 

degree of belief that the management is following the control procedure along with the zero 

degree of belief that they are not following the procedure and 0.1 degree of belief that they may 

or may not be following the procedure constitutes a belief function. 

In the following paragraphs we provide the mathematical definitions of three important 

functions, m-values, Beliefs, and Plausibilities, under DS theory that are relevant to the formula-

tions developed in this paper. 

m-values 
 

Suppose we have a decision problem with n possible elements or states of nature forming 

a mutually exclusive and collectively exhaustive set represented by {a1, a2, a3, … an}. Call this 

entire set a frame represented by the symbol Θ. In the belief-function formalism, uncertainty is 

not only assigned to the single elements of the frame but also to all other proper subsets of the 

frame and to the entire frame Θ. These uncertainties are called m-values, the basic belief 

assignment function (Shafer 1976). Similar to probabilities, all these m-values add to one: 

( ) 1
A

m A
⊆Θ

=∑  

where A represents all the subsets of the frame Θ, and 0)( =φm , i.e., the m-value for the empty 

set is 0. 

Basically, the m-value pertaining to a statement measures the degree of belief directly 

assigned to the statement based on the evidence. To illustrate the concept of m-values, let us 

consider again the earlier example of whether the management is following the control procedure 

or not. Based on the IT manager’s response that they follow the control procedure, and the 

subjective probabilities of 0.9 and 0.1 that the manager is reliable and unreliable, respectively, 

we can assign the following m-values: m(yes-they follow the procedure) = 0.9, which means that 
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the testimony of the IT manager gives direct evidence that they follow the procedure if we 

believe in the manager’s testimony; m(no- they do not follow the procedure) = 0, which implies 

that the manager’s testimony provides no reason to believe that they do not follow the procedure; 

and m({yes, no}) = 0.1, which represents ignorance. This 0.1 degree of belief pertains to both 

whether the management is following the procedure or not following the procedure. A zero 

degree of belief simply represents lack of evidence unlike zero probability which represents 

impossibility. 

Belief Function 

Basically, belief in a statement represents the total belief that the statement is true. 

Mathematically, the belief function for a subset of elements, say A of a frame Θ, is defined as the 

sum of all the m-values for the individual elements in the subset, A, and the m-values for any 

subsets contained in the subset, A. In terms of symbols: 

                                                       
A B

Bel(A) = m(B)
⊇
∑ ,                                                   

where B is any subset of A. For example, belief in the subset {a1, a2} is: Bel({a1, a2}) = m(a1 ) + 

m(a2 ) + m({ a1, a2}). 

Again using the above example of management following the control procedure, we get 

the following beliefs: Bel(yes-they follow the procedure) = 0.9, Bel(no-they do not follow the 

procedure) = 0, and Bel({yes, no}) = 1. A belief of 1.0 in a statement means that the statement is 

for sure true like probability of 1. However, belief of zero in a statement means lack of evidence 

in support of the statement, unlike representing impossibility in probability. 
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Plausibility Function 

Intuitively, the plausibility in a statement is the degree to which the statement is plausible 

in the light of the evidence—the degree to which we do not disbelieve the statement. Mathemati-

cally, the plausibility function for a subset of elements A, of a frame Θ, is defined to be the 

maximum possible belief that could be assigned to A if all future evidence were in support of A. 

In terms of symbols, plausibility is defined as: 

                                                            
A B

Pl(A) m(B).
∩ ≠∅

= ∑                                                  

The plausibility function can also be defined in term of belief function as: 

    Pl(A) = 1- Bel(~A).         

                                                    

Assuming A is an assertion that ISS is secured, the plausibility of ~A, Pl(~A), represents 

maximum possible risk that ISS is not secured. 

Again using the earlier example, plausibility that the management is not following the 

control procedure is 0.1, since the belief that they are following the procedure is 0.9, i.e.,  

Pl(no-they do not follow) = 1–Bel(yes-they follow) = 1 - 0.9 = 0.1. 

The plausibility that they follow the procedure is 1.0, i.e., 

Pl(yes-they follow) = 1 – Bel(no-they do not follow) = 1.0 – 0 = 1.0. 

The risk that the management is not following the control procedure is 0.1 based on the 

plausibility of ‘no-they do not follow’ the control procedure, even though the belief that ‘no-they 

do not follow the procedure’ is 0. 
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Dempster's Rule of Combination 

Dempster's rule is the fundamental rule, similar to Bayes theorem in probability theory, 

for combining two or more items of evidence in the belief-function framework. For simplicity, 

let us illustrate Dempster's rule for only two items of evidence. In general, if m1 and m2 are the 

m-values representing two independent items of evidence pertaining to a frame, Θ , then the 

combined m-values (basic belief assignment function) for a subset A of frame Θ  using 

Dempster’s rule is given by: 

m(A) = K-1 Σ{m1(B1)m2(B2)|B1∩B2 = A, A≠∅ }, 

where K = 1- Σ{m1(B1)m2(B2)| B1∩B2 = ∅ }, which represents the renormalization constant. 

The second term in K represents the conflict. 

In order to illustrate Dempster’s rule, let us consider a hypothetical example where we 

have two independent items of evidence pertaining to a binary variable A with values ‘a’ that the 

variable is true, and ‘~a’ that it is not true. Suppose that we obtain the following beliefs in terms 

of m-values from the two items of evidence: 

Evidence 1: m1(a) = 0.9, m1(~a) = 0, m1({a,~a}) = 0.1, 

Evidence 2; m2(a) = 0.8, m2(~a) = 0.1, m2({a,~a}) = 0.1. 

In applying Dempster’s rule in this case, we first cross multiply the two sets of m-values 

and collect all the resulting m-values and assign them to the common element of the cross 

product. Next, we renormalize these m-values by dividing by renormalization constant. The 

cross multiplication and renormalization yield the following m-values and K: 

K = 1 – [m1(a)m2(~a) + m1(~a)m2(a)] = 1 – [(0.9)(0.1) + (0.0)(0.8)] = 1 – 0.09 = 0.91, 

m(a) = [m1(a)m2(a) + m1(a)m2({a,~a}) + m1({a,~a}) m2(a)]/K,  

          = [(0.9)(0.8) + (0.9)(0.1) + (0.1)(0.8)]/0.91 = 0.89/0.91 = 0.978, 
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m(~a) = [m1(~a)m2(~a) + m1(~a)m2({a,~a}) + m1({a,~a}) m2(~a)]/K, 

                        = [(0.0)(0.1) + (0.0)(0.1) + (0.1)(0.1)]/0.91 = 0.01/0.91 = 0.011, 

m({a,~a}) = [m1({a,~a})m2({a,~a})]/K = [(0.1)(0.1)]/0.91 = 0.01/91 = 0.011. 

The total belief and plausibility that ‘a’ and ‘~a’ are true are: 

Bel(a) = 0.978, and Bel(~a) = 0.011, 

Pl(a) = 1 – Bel(~a) = 0.989, 

Pl(~a) = 1 – Bel(a) = 0.022. 
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Appendix B: Auditor’s Report of Web Assurance Service for ABC 

 
Auditor's Report 
To the Management of ABC Company:  
We have audited management's assertion that ABC, during the period November 1, 2000 through 
January 31, 2001—  

• Disclosed its business and privacy practices for electronic commerce,  
• Complied with such business and privacy practices, and  
• Maintained effective controls to provide reasonable assurance that— Electronic 

commerce transactions are processed completely, accurately, and in conformity with its 
disclosed business practices, and personally identifiable information obtained as a result 
of electronic commerce was protected in conformity with its disclosed privacy practices  

in accordance with the AICPA/CICA WebTrust Business Practices and Transaction Integrity 
Criteria and the AICPA/CICA WebTrust Privacy Criteria. These practices, disclosures, 
compliance and controls are the responsibility of ABC’s management. Our responsibility is to 
express an opinion based on our audit. 
 
Our audit was conducted in accordance with standards for assurance engagements established by 
the American Institute of CPAs (AICPA) and the Canadian Institute of Chartered Accountants 
(CICA). Those standards require that we plan and perform our audit to obtain reasonable 
assurance as a basis for our opinion. Our audit included (1) obtaining an understanding of ABC’s 
disclosed business and privacy practices for electronic commerce transactions and the related 
controls over privacy and the processing of such transactions, (2) testing compliance with its 
disclosed business and privacy practices, (3) testing and evaluating the operating effectiveness of 
the controls, and (4) performing such other procedures as we considered necessary in the 
circumstances. We believe that our audit provides a reasonable basis for our opinion. 
   
In our opinion, ABC management’s assertion referred to above is fairly stated in all material 
respects in accordance with the AICPA/CICA WebTrust Business Practices and Transaction 
Integrity Criteria and Privacy Criteria. 
  
Because of inherent limitations in controls, error or fraud may occur and not be detected. 
Furthermore, the projection of any conclusions, based on our findings, to future periods is 
subject to the risk that (1) changes made to the system or controls, (2) changes in processing 
requirements, (3) changes required because of the passage of time, or (4) the degree of 
compliance with the policies or procedures may alter the validity of such conclusions.  
 
The WebTrust Seal for Consumer Protection on ABC’s Web site constitutes a symbolic 
representation of the contents of this report and it is not intended, nor should it be construed, to 
update this report or provide any additional assurance. 
 
ABC Assurance Providers, LLP  
January 31, 2001 
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 Figure 1: Hypothetical Evidential Diagram for Hardware Security Risk Assessment 

NOTE: The rectangular boxes represent evidence. Numbers in parentheses represent m-values, or belief 
inputs provided by the ISS Risk assessor. The first m-value represents the level of support the evidence pro-
vides to the assertion it pertains to; the second m-value represents the level of support for the negation of the 
assertion it pertains to. The rounded boxes represent assertions. Detailed definitions for evidence in Figures 
1 are presented in Table 1. 

1. Hardware is 
secure.   
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1.1 Hardware is protected from equipment 
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E1.3 On-site replication for quick 
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E1.1 Hardware diagnostic 
systems  (0.5; 0)       

1.2 Hardware is protected from human errors. 
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E1.5 Limit action on physical 
access.  Physical intrusion 
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1.4 Hardware is protected from unauthorized 
logical access. (0.878; 0.091)
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1. Hardware is 
secure.   
(0.742; 0.091)

&&

1.1 Hardware is protected from equipment 
malfunction. (0.963; 0)

E1.3 On-site replication for quick 
recovery (0.8; 0) (0.9; 0)*

E1.1 Hardware diagnostic 
systems  (0.5; 0)       

1.2 Hardware is protected from human errors. 
(0.957; 0)
1.2 Hardware is protected from human errors. 
(0.957; 0)

1.5 Hardware is protected from natural 
disaster. (0.939; 0)
1.5 Hardware is protected from natural 
disaster. (0.939; 0)

1.3 Hardware is protected from unauthorized 
physical access. (0.939; 0)
1.3 Hardware is protected from unauthorized 
physical access. (0.939; 0)

E1.7 Computer rooms equipped with 
emergency drainage capabilities, fire 
suppression systems, backup power. 
(0.5; 0)

E1.4 Operator training policies 
and user guidance. (0.3; 0)

E1.5 Limit action on physical 
access.  Physical intrusion 
detection devices (0.9; 0)

E1.9 Continuous 
management/organizational 
attention. Awareness training 
program. (0.43; 0)

1.4 Hardware is protected from unauthorized 
logical access. (0.878; 0.091)

E1.6 Penetration tests on 
firewalls. (0.9; 0.15)

E1.2 Regular maintenance (0.4; 0)

E1.8 Disaster recovery plan      
(0.8; 0)* (0.8; 0) represents the level of support for sub-assertion 1. (0.9; 0) represents the level of support for 

sub-assertion 2.

Srivastava, Rajendra. (2006) An Information Systems Security Risk Assessment Model under Dempster-Shafer Theory of Belief Functions. 
Journal of Management Information Systems, 22 (4), 109-142. Publisher's Official Version: <http://www.jmis-web.org/>.   
Open Access Version: <http://kuscholarworks.ku.edu/dspace/>.



 

44  

Figure 2 (Part A): The Evidential Diagram for the Overall Assertion ‘Customer Information is Secure’ with an ‘and’ Relationship among Assertions 
in the WebTrust Assurance Engagement of ABC Co.* 
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(0.926; 0) 

A1.2.1 Systems that retain private 
customer information are protected 

from outside access. 
                          (0.959; 0) 

A1.2.2 Users entering through 
the Web page cannot access 

other users’ private information.
(0.956; 0) 

A1.2.3 Customer information is pro-
tected from unauthorized internal 

access and is used in ways associ-
ated with the entity’s business. 

(0.943; 0) 

E1.1.1 SSL encryption (1.0; 0) 

E1.2.2.1 Customers must register to gain 
access to private information. Call back 
to users’ terminals for users’ ID. (0.5; 0) 
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A1.2 Protect customer information 
retained in a company’s systems 

from unauthorized access. 
(0.910; 0) 

Subroutine 1.2 (0.646; 0) 

Subroutine 1.2.3 (0.381; 0) 

Subroutine 1.3 (0.74; 0) 

Subroutine 1 
(0.711, 0) 

E1.2.1.1 An attack and penetration test 
does not result in unauthorized access. 
(0.49; 0)

E1.2.1.2 Access to the web servers is 
protected by a screening router. (0.1; 0) 

E1.2.1.3 Access to the main internal 
network is protected by a firewall (0.1; 0) 

A1.1 Protect transmission of private customer 
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Figure 2 (Part B)  
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E1.2.3.7 Policies and monitoring procedures to ensure only 
certain employees can access to customer information (0.1; 0) 

E1.2.3.2 Only a small number of operations staff have access rights to 
the database.  (0.1; 0) 

E1.2.3.5 Policy restricts the staff from disclosing private 
customer information to any third party. (0.05; 0) 

E1.2.3.6 Clearly states on the web that ABC can give access 
to customers’ private data to other divisions. (0.01; 0) 

E1.2.1 Several manual tests are performed and do not result 
in unauthorized access (0.5; 0) 

E1.2.3 Regular reports about internal machines are run by 
security administrators (0.05; 0) 

E1.2.2 7/24 security monitoring of the E-commerce servers 
by the third party (0.2; 0) 

E1.2.5 There is a security policy document which details roles 
and responsibilities for servers. (0.02; 0) 

E1.2.4 The server room is physically secured and the access 
is limited to the appropriate people. (0.05; 0) 

Subroutine 1.2 
(0.646; 0) 

E1.3.1 Anti-virus software on server (0.5; 0) 

E1.3.3 No files or other mechanisms that would allow the 
spread of viruses to customers (0.1; 0) 

E1.3.4 No java or Active X (0.1; 0) 

E1.3.2 Javascript prevents malicious acts (0.1; 0) 

E1.3.5 Review all web code (0.1; 0)

E1.3.6 Quality assurance test (0.1; 0) 

Subroutine 1.3 
(0.740; 0) 

E1.3.7 Cookie is not written until customers agree to ac-
cept it. (0.1; 0)

E1.3.8 No other processes aside from normal browser 
caching, which store, alter or copy information. (0.02; 0) 

Subroutine 1 
(0.711; 0) 

E1.1 Regular audits performed by security officers. (0.25; 0) 

E1.2 A strong commitment demonstrated by corporate 
senior management (0.05; 0) 

E1.3 There is a documented escalation process if an 
incident is detected. (0.05; 0) 

E1.5 Incident response procedures are well defined and practiced. 

E1.4 An Internet Security Manager has been hired. (0.1; 0) 

E1.6 During the past three months non-compliance situations and several 
suspicious incidents have been logged and remedial action taken (0.5; 0) 
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Figure 3: The Evidential Diagram for the Overall Assertion ‘Customer Information is Secure’ with the ‘weighted average’ Relationship among 
Assertions in the WebTrust Assurance Engagement of ABC** 
 
 
 
 
 
 
                                                                                                                         
 
 
 
                                                                                                                                                                                  
 
                                                                                                                                                  
                                                                                                                                                        
                                                                                                                                     
                                                                                                                                  
 
 
                                                                                                                                                   
                                                                                                                                             
 
 
 
 
 
 
 
 
 
 
 
 
 
                   represents the ‘weighted average’ relationship between the assertion (sub-assertion) and each of its sub-assertions (sub-sub-assertions).  See table 4 
for the definitions of these relationships.  
 
 
** Subroutines  presented in this diagram are defined the same as those in Figure 2 (Part B).
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Figure 4: The Impact of the Location of Evidence on the Belief of the Overall Assertion ‘Customer Information is 
Secure’ under Two Relationship Models 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: The Impact of the Changes in the Strength of all Items of Evidence on the Belief of the Overall Assertion 
‘Customer Information is Secure’ under Two Relationship Models 
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Table 1: Description of Evidence in Figures 1 

  
 

 

Evidence 
No. 

Detailed Description 

E1.1 The company employs hardware and/or software products on an ongoing basis to detect or 
discover existing or impending problems. 

E1.2 The company develops and adheres to a schedule of programmed preventive maintenance on 
various systems to avoid problems, as well as completing maintenance tasks needed to correct 
problems that might occur. 

E1.3 The company uses redundant hardware systems to allow quick recovery in the event of failure.   
E1.4 The company develops thorough procedural documentation for both routine and special case 

computing tasks.  It ensures that all operators are thoroughly trained and certified. 
E1.5 The company allows access only to those with a verified need for entry and monitors security of all 

critical systems employing appropriate intrusion detection equipment and methods.   
E1.6 The company arranges for either in-house or, perhaps preferably, third-party experts to attempt 

penetration into the company’s network/computers. 
E1.7 The company has considered all appropriate environmental factors in both primary and backup 

modes: cooling, power, fire suppression, etc. 
E1.8 The company has incorporated responses to disasters into a comprehensive disaster recovery 

plan, staffed appropriately to implement the plan, trained the staff on plan actions, and tested the 
acceptability of the plan.   

E1.9 The company maintains a sharp focus on changing threats on a continuing basis using both 
management attention and well-conceived, ongoing training programs. 

Table 2: Definitions of the 'weighted average' relationships between the assertion, sub-assertions 
and sub-sub-assertions 

 
The 'weighted average' relationship between 
the overall assertion 1. and each of its three 

sub-assertions 1.1, 1.2 and 1.3 

The 'weighted average' relationship between the  sub-
assertion 1.2 and each of its three sub-sub-assertions 

1.2.1, 1.2.2 and 1.2.3 

 m ( { (a1, a1.1), (~a1, ~a1.1) } ) = 0.4  m ( { (a1.2, a1.2.1), (~a1.2, ~a1.2.1) } ) = 0.3 
R1-1.1  m ( { (a1, a1.1), (~a1, a1.1), (a1, ~a1.1),        

(~a1, ~a1.1) } ) = 0.6 

R1.2-
1.2.1  m ( { (a1.2, a1.2.1), (~a1.2, a1.2.1), (a1.2, ~a1.2.1), 

(~a1.2, ~a1.2.1) } ) = 0.7 
 m ( { (a1, a1.2), (~a1, ~a1.2) } ) = 0.4  m ( { (a1.2, a1.2.2), (~a1.2, ~a1.2.2) } ) = 0.6 

R1-1.2  m ( { (a1, a1.2), (~a1, a1.2), (a1, ~a1.2), 
(~a1, ~a1.2) } ) = 0.6 

R1.2-
1.2.2  m ( { (a1.2, a1.2.2), (~a1.2, a1.2.2), (a1.2, ~a1.2.2), 

(~a1.2, ~a1.2.2) } ) = 0.4 
 m ( { (a1, a1.3), (~a1, ~a1.3) } ) = 0.2  m ( { (a1.2, a1.2.3), (~a1.2, ~a1.2.3) } ) = 0.1 

R1-1.3  m ( { (a1, a1.3), (~a1, a1.3), (a1, ~a1.3), 
(~a1, ~a1.3) } ) = 0.8 

R1.2-
1.2.3  m ( { (a1.2, a1.2.3), (~a1.2, a1.2.3), (a1.2, ~a1.2.3), 

(~a1.2, ~a1.2.3) } ) = 0.9 
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