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Abstract

In this work we present a method for constructing
an Atanassov’s intuitionistic fuzzy preference rela-
tion from a fuzzy preference relation that takes into
account the ignorance of the expert when evalu-
ating the preferences in the latter. Moreover, we
present two algorithms that make use of this method
for extending the weighted voting method to the
Atanassov’s intuitionistic fuzzy setting in decision
making problems.

Keywords: Atanassov’s Intuitionistic Fuzzy Sets,
Ignorance Functions, Decision-making, Weighted
Voting, Score functions.

1. Introduction

The decision making problem consists in finding the
best alternative between several of them. Evalua-
tion of alternatives is a procedure strongly linked to
uncertainty. For instance, the expert suffers from
this uncertainty when he or she needs to assign a
numerical representation to the preference of one
alternative over another. In this work we model
this uncertainty or lack of knowledge by means of
Atanassov’s intuitionistic fuzzy sets which are built
from ignorance functions.

The objectives of this work are the following:

• to present a construction method for
Atanassov’s intuitionistic fuzzy preference
relations (AIFPR) starting from fuzzy prefer-
ence relations and that takes into account the
ignorance or lack of knowledge of the expert
in the building of the original FPR;

• to develop a new decision making method that
extends the voting method to the AIFPR set-
ting.

Last years, the use of Atanassov’s intuitionistic
fuzzy sets in decision making has been widely stud-
ied [1, 2, 3, 4, 5, 6, 7]. In these works, the eval-
uations provided by experts are given in terms of
intuitionistic values. But in this way, and from our

point of view, the original idea of Atanassov’s fuzzy
sets is lost, namely, the representation by means
of Atanassov’s intuitionistic fuzzy index of the ig-
norance or lack of knowledge of the expert when
providing his/her preference evaluations. For this
reason, our method starts from a FPR which is pro-
vided by an expert and build a new AIFPR by quan-
tifying the ignorance of the expert when he or she
has provided the original FPR.

From the new AIFPR that we have built, we
present two new decision making algorithms that
extend the voting method for Atanassov’s intuition-
istic fuzzy sets. The first algorithm is a direct
adaptation, in which we add the preferences for
each alternative by means of the addition operator
for Atanassov’s intuitionistic fuzzy sets. We ana-
lyze the difficulties linked to this approach and we
present a second algorithm that solves them and it
is based in score functions.

Moreover, we have considered some cases in which
the usual voting algorithm does not give a unique
alternative as solution of the problem. We see that,
in most of these cases, our decision making algo-
rithm based on intuitionistic fuzzy sets and score
functions is able to provide an ordering for the al-
ternatives, which allows to choose as solution the
best-valued alternative.

The structure of this is work is as follows. In Sec-
tion 2 we recall some preliminary definitions. Next,
in Section 3 we present a construction method of
AIFPRs from FPRs. In Section 4 we propose two al-
gorithms for solving decision-making problems, and
in Section 5 we illustrate them with some examples.
Finally, conclusions are presented in Section 6.

2. Preliminaries

We start by recalling some basic concepts and defi-
nitions used in this work.
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2.1. Fuzzy Sets and Atanassov’s

Intuitionistic Fuzzy Sets

Definition 1 [8] A fuzzy set A defined on a finite
and non-empty universe U = {u1, . . . , un} is given
by

A = {(ui, µA(ui))|ui ∈ U}.

We denote by FS(U) the set of all fuzzy sets in
U . We know that a binary fuzzy relation R is a
fuzzy subset of the cartesian product U × U , that is
R : U × U → [0, 1].

In fuzzy theory, a function n : [0, 1] → [0, 1] is a
strict negation if n is strictly decreasing, continuous,
n(0) = 1 and n(1) = 0. If n is also involutive (i.e,
n(n(x)) = x for all x ∈ [0, 1]), then n is called a
strong negation.

A triangular norm (t-norm for short) T : [0, 1]2 →
[0, 1] is an associative, commutative, non-decreasing
function such that T (1, x) = x for all x ∈ [0, 1].
Examples of t-norms are the minimum t-norm
(TM (x, y) = min(x, y)) and the product t-norm
(TP (x, y) = x · y). A triangular conorm (t-conorm
for short) S : [0, 1]2 → [0, 1] is an associative,
commutative, non-decreasing function such that
S(0, x) = x for all x ∈ [0, 1]. Examples of t-conorms
are the maximum t-conorm (SM (x, y) = max(x, y))
and the probabilist sum t-conorm (SP (x, y) = x +
y − x · y).

Definition 2 [9] An Atanassov’s Intuitionistic
Fuzzy Set (A-IFS) in U is an expression A given
by

A = {(ui, µA(ui), νA(ui))|ui ∈ U}

where µA : U → [0, 1], νA : U → [0, 1] satisfy the
condition 0 ≤ µA(ui) + νA(ui) ≤ 1 for all ui ∈ U .

The numbers µA(ui) and νA(ui) denote respec-
tively the degree of membership and the degree of
non-membership of the element ui to the set A. We
represent as A − IFS(U) the set of all Atanassov’s
Intuitionistic Fuzzy Sets in U .

Let A, B ∈ A − IFS(U). The following arith-
metic operation is given in [10].

A + B = {(ui, µA(ui) + µB(ui) − µA(ui) · µB(ui),

νA(ui) · νB(ui))|ui ∈ U} (1)

Observe that A + B can be rewritten in
terms of t-norms and t-conorms as follows:
{(ui, SP (µA(ui), µB(ui)), TP (νA(ui), νB(ui)))|ui ∈
U}.

Given A ∈ A − IFS(U) we will call intuitionistic
fuzzy index of the element ui in the set A to the
expression

πA(ui) = 1 − µA(ui) − νA(ui).

It is obvious that 0 ≤ πA(ui) ≤ 1 for all ui ∈
U . Moreover, if the set A considered is fuzzy, then

πA(ui) = 1 − µA(ui) − νA(ui) = 1 − µA(ui) − 1 +
µA(ui) = 0.

In this work we denote by L∗ the set:

L∗ = {(x, y)|(x, y) ∈ [0, 1] × [0, 1] and x + y ≤ 1}.

We use the following total order relation between
elements of L∗. Let a = (a1, a2), b = (b1, b2) ∈
L∗. a < b if and only if score(a) < score(b) or
score(a) = score(b) and accuracy(a) < accuracy(b)
where score(a) = a1−a2 and accuracy(a) = a1+a2.

An Atanassov’s intuitionistic fuzzy binary rela-
tion R′ [11, 12] is defined as an intuitionistic fuzzy
subset of U × U , that is, R′ : U × U → L∗.

2.2. Implication operators

In this work we consider a fuzzy implication oper-
ator as an implication in the sense of Fodor and
Roubens [13].

Definition 3 An implication is a function I :
[0, 1]2 → [0, 1] that satisfies the following properties:

(I1) x ≤ z implies I(x, y) ≥ I(z, y) for all y ∈ [0, 1].
(I2) y ≤ t implies I(x, y) ≤ I(x, t) for all x ∈ [0, 1].
(I3) I(0, x) = 1 for all x ∈ [0, 1] (dominance of fal-

sity).
(I4) I(x, 1) = 1 for all x ∈ [0, 1].
(I5) I(1, 0) = 0.

Remark: Properties (I3),(I4) and (I5) imply that
I is an extension of the standard Boolean impli-
cation. Indeed, it holds that I(0, 0) = I(0, 1) =
I(1, 1) = 1 and I(1, 0) = 0.

Depending on the application, the following prop-
erties can also be demanded:

(I6) I(1, x) = x (neutrality of truth).
(I7) I(x, I(y, z)) = I(y, I(x, z)) (exchange prop-

erty).
(I9) I(x, 0) = n(x) where n is a strong negation.

(I13) I is a continuous function (continuity).

A deep study of these properties can be seen in
[14].

2.3. Weak ignorance functions

The weak ignorance concept is defined in [15] as
a measure of the lack of knowledge that the ex-
pert suffers when assigning a numerical value to the
membership of an element to a fuzzy set.

Definition 4 A function g : [0, 1] → [0, 1] is called
a weak ignorance function if it satisfies the following
conditions:

(g1) g(x) = g(1 − x) for all x ∈ [0, 1];
(g2) If x = 0.5 then g(x) = 1;
(g3) g(x) = 0 if and only if x = 0 or x = 1.

There exist several construction methods of weak
ignorance functions. In Theorem 1 we show one of
them, proposed in [15].
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Theorem 1 Let T be a continuous t-norm such
that T (x, y) = 0 if and only if x · y = 0. Under
these conditions, the function

g(x) =

{

T (x,1−x)
T (0.5,0.5) if T (x, 1 − x) ≤ T (0.5, 0.5)
T (0.5,0.5)
T (x,1−x) otherwise

is a weak ignorance function.

Example:

• If we take T = TM , then

g(x) = 2 · min(x, 1 − x) for all x ∈ [0, 1].

• If we take T = TP , then

g(x) = 4 · x(1 − x) for all x ∈ [0, 1].

3. Construction of Atanassov’s

Intuitionistic Fuzzy Preference Relations

from Fuzzy Preference Relations

In this section we present a construction method
of Atanassov’s Intuitionistic Fuzzy Preference Re-
lations from Fuzzy Preference Relations. For this
purpose, we propose a construction method of ele-
ments of L∗ from two elements in [0, 1] such that

• the first one represents the degree of preference
of an alternative over another one in the fuzzy
relation;

• the second one represents the ignorance of the
expert when assigning the first value.

For the construction of these elements we consider
functions F : [0, 1]2 → L∗ built from functions Fµ

that we present in Theorem 2.

Theorem 2 Let Fµ : [0, 1]2 → [0, 1] such that

(F1) Fµ(x, 0) = x for all x ∈ [0, 1];
(F2) Fµ(x, y) is increasing in the first argument;
(F3) Fµ(x, y) is decreasing in the second argument;
(F4) Fµ(1, x) = 1 − x for all x ∈ [0, 1].

In these conditions the following items hold:

(1) x ≥ Fµ(x, y) for all x, y ∈ [0, 1];
(2) Fµ(x, 1) = 0 for all x ∈ [0, 1];
(3) Fµ(0, x) = 0 for all x ∈ [0, 1];
(4) The function F : [0, 1]2 → L∗ given by

F (x, y) = (Fµ(x, y), 1 − Fµ(x, y) − y)

is such that π(F (x, y)) = y for all x, y ∈ [0, 1].

Proof: (1) By (F1),(F3) x = Fµ(x, 0) ≥ Fµ(x, y).
(2) By (F2),(F4) Fµ(x, 1) ≤ Fµ(1, 1) = 0. (3)
By (F1),(F3) Fµ(0, x) ≤ Fµ(0, 0) = 0. (4) By
(F2),(F4) it is clear that 0 ≤ 1 − Fµ(x, y) − y ≤ 1.
Besides, Fµ(x, y) + 1 − Fµ(x, y) − y = 1 − y ≤ 1
so F is well defined. By construction we have that
π(F (x, y)) = 1 − Fµ(x, y) − 1 + Fµ(x, y) + y = y �

We study the construction of functions Fµ from
implication operators, because these operators have
been widely studied.

Lemma 1 Let Fµ : [0, 1]2 → [0, 1] satisfy (F1)-
(F4). Then, the function

I : [0, 1]2 → [0, 1] given by

I(x, y) = n(Fµ(x, y))

is an implication operator for all negation n.

Proof: (I1) and (I2) follow from (F2) and (F3).
(I3) I(0, x) = n(Fµ(0, x)) = n(0) = 1. (I4)
I(x, 1) = n(Fµ(x, 1)) = n(0) = 1. (I5) I(1, 0) =
n(Fµ(1, 0)) = n(1) = 0 from (F4) �

Theorem 3 A function Fµ : [0, 1]2 → [0, 1] satis-
fies properties (F1)-(F4) if and only if there exists
an implication operator satisfying (I6) and (I9) with
respect to the standard negation such that

Fµ(x, y) = 1 − I(x, y). (2)

Proof: (Sufficiency) (I1),(I2) by (F2),(F3). (I3)
I(0, x) = 1 − Fµ(0, x) = 1. (I4) I(x, 1) = 1 −
Fµ(x, 1) = 1. (I5) I(1, 0) = 1 − Fµ(1, 0) = 0 by
(F4). (Necessity) Fµ(x, 0) = 1 − I(x, 0) = x by (I9)
and n standard negation. (F2),(F3) by (I1),(I2).
Fµ(1, x) = 1 − I(1, x) = 0 by (I6) �

Remark: By Theorem 3, the function F : [0, 1]2 →
L∗ is given by

F (x, y) = (1 − I(x, y), I(x, y) − y).

Example:

• If we take Reichenbach’s implication I(x, y) =
1 − x + xy then

F (x, y) = (x(1 − y), 1 − x(1 − y) − y).

• If we take Lukasiewicz’s implication I(x, y) =
min(1, 1 − x + y) then

F (x, y) = (max(0, x−y), min(1, 1−x+y)−y).

• If we take Kleene-Dienes’ implication I(x, y) =
max(1 − x, y) then

F (x, y) = (min(x, 1 − y), max(1 − x, y) − y).

4. Decision making

In this section we present two algorithms that ex-
tend weighted voting strategy for decision-making
to the Atanassov’s intuitionistic fuzzy sets set-
ting. Given a finite set of alternatives X =
{x1, x2, . . . , xn}, the starting point is a reciprocal
FPR given by an expert.

Recall that a fuzzy preference relation R on X

is defined as a fuzzy subset of X × X, that is, R :
X × X → [0, 1]. The value R(xi, xj) = Rij denotes
the degree to which alternative xi is preferred to
alternative xj . We denote by FR(X ×X) the set of
all fuzzy relations on X × X. We say that a FPR R
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satisfies the property of reciprocity if Rij + Rji = 1
for all i, j ∈ {1, . . . , n} with i 6= j.

An Atanassov’s intuitionistic fuzzy preference re-
lation R′ on X is defined as R′ : X × X → L∗. The
intuitionistic value R′(xi, xj) = (µR′

ij
, νR′

ij
) repre-

sents the preference degree and the non preference
degree (respectively) of alternative xi over alterna-
tive xj . We denote by AIFR(X × X) the set of all
Atanassov’s intuitionistic fuzzy relations on X ×X.

In both proposed algorithms we start from a FPR
and construct an AIFPR taking into account the
ignorance of the expert in the construction of the
FPR. In Theorem 4 we present the construction
method of AIFPRs from F functions studied in Sec-
tion 3 and from weak ignorance functions.

Theorem 4 Let R ∈ FR(X × X) and let g be a
weak ignorance function. The relation R′ given by

R′
ij = F (Rij , g(Rij)) for all Rij ∈ R

is an Atanassov’s Intuitionistic fuzzy preference re-
lation such that π(R′

ij) = g(Rij).

4.1. First generalization of the weighted

voting strategy

The weighted voting strategy is one of simplest and
most widely methods for solving decision-making
problems. In this algorithm, the preference value
Rij is considered as a weighted vote for the alter-
native xi. Assuming that R satisfies the reciprocity
property, the value Rji = 1 − Rij is considered as a
weighted vote for the alternative xj . In this way, the
final evaluation of each alternative xi is calculated
as a sum of votes:

∑

1≤i6=j≤n

Rij .

The alternative that obtains the highest amount of
votes the one chosen as solution.

In this subsection we present a first generaliza-
tion of the weighted voting strategy using AIFPRs.
Based on Expression 1, the scheme of the algorithm
is:

1 Take a function Fµ and a weak ignorance
function g.

2 Build the Atanassov’s intuitionistic fuzzy
preference relation R′ from the fuzzy prefer-
ence relation R following Theorem 4.

3 FOR each alternative xi ∈ X DO

3.1 Calculate the intuitionistic value

(SP (µR′

i1

, . . . , µR′

in
), TP (νR′

i1

, . . . , νR′

in
))

END FOR
4 Order the alternatives in a decreasing way by

the score and accuracy functions of the intu-
itionistic values calculated in Step 3.1

Algorithm 1

Although Algorithm 1 seems to be the logical
adaptation of the weighted voting strategy, it is not
a good solution for decision-making problems. Con-
sider the following FPR:

R =









− 0.9 0.9 0.9
0.1 − 0.4 1
0.1 0.6 − 0.3
0.1 0 0.7 −









Step 1 We take Fµ(x, y) = x(1 − y) and g(x) =
2 · min(x, 1 − x).
Step 2 We build the AIFPR (see Table 1 ).
Step 3 We calculate the intuitionistic value associ-
ated to each alternative









(0.9780, 0.0005)
(1, 0)

(0.2876, 0.0161)
(0.3376, 0.0864)









Step 4 We calculate the score and we order the al-
ternatives

• score(0.9780, 0.0005) = 0.9775
• score(1, 0) = 1
• score(0.2876, 0.0161) = 0.2715
• score(0.3376, 0.0864) = 0.2512

The order of the alternatives is x2 > x1 > x3 >

x4. Observe that, attending to the preference of
the expert given in the FPR, x1 is preferred over
the rest of the alternatives. However, x1 is not the
solution that we obtain. This is due to the fact that
if the expert expresses the preference of an alter-
native with a high value, as in the case R24 = 1,
the final evaluation of this alternative is maximum,
without taking into account the rest of preferences
of this alternative. This behaviour is due to the use
of t-conorms and t-norms in the calculation of the
sum of votes for each alternative.

This problem has led us to propose a new
decision-making algorithm.

4.2. Second generalization of the weighted

voting strategy based on score

functions

In Algorithm 1 we have checked that the use of t-
conorms and t-norms is not a good approximation.
In this subsection we present a new adaptation of
the weighted voting strategy based on the calculus
of score functions.

Following the original idea of the weighted voting
strategy, we consider each element of the AIFPR as
a weighted vote. The preference degree µR′

ij
is con-

sidered as a positive vote while the non preference
degree νR′

ij
is considered as a negative vote. In this

way, each element of the relation R′ is considered
as a vote given by score(µR′

ij
, νR′

ij
) = µR′

ij
− νR′

ij
.

The final evaluation of the alternative xi is given by
∑

1≤j 6=i≤n

score(µR′

ij
, νR′

ij
) =

∑

1≤j 6=i≤n

µR′

ij
− νR′

ij
.
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x1 x2 x3 x4

x1 - (0.72,0.08) (0.72,0.08) (0.72,0.08)
x2 (0.08,0.72) - (0.08,0.12) (1,0)
x3 (0.08,0.72) (0.12,0.08) - (0.12,0.28)
x4 (0.08,0.72) (0,1) (0.28,0.12) -

Table 1: Intuitionistic fuzzy binary relation R′ constructed by Algorithm 1.

The scheme of Algorithm 2 is the following:

1 Take a function Fµ and a weak ignorance
function g.

2 Build the Atanassov’s intuitionistic fuzzy
preference relation R′ from the fuzzy prefer-
ence relation R following Theorem 4.

3 FOR each element in R′ DO

3.1 Calculate the score of the element.








− µR′

12

− νR′

12

· · · µR′

1n
− νR′

1n

µR′

21

− νR′

21

− · · · µR′

2n
− νR′

2n

.

.

.

.

.

.

.
.
.

.

.

.

µR′

n1

− νR′

n1

· · · · · · −









END FOR
4 Apply the weighted voting strategy over the

score matrix calculated in Step 3 and give as
solution the alternative xi such that

arg max
i=1,··· ,n

∑

1≤j 6=i≤n

score(µR′

ij
, νR′

ij
)

Algorithm 2

5. Illustrative examples

In this section we present two examples to show
the effectiveness of Algorithm 2 in decision-making
problems. In the first example we check that if
the weighted voting strategy applied over a given
FPR provides a good solution, Algorithm 2 gives
the same solution. In the second example, we show
that Algorithm 2 is able to obtain a solution when
the weighted voting strategy fails.

In the two examples, the expressions used in Step
1 are:

Fµ(x, y) = x(1 − y)

g(x) = 2 · min(x, 1 − x).

5.1. First example

Given the reciprocal FPR:

R =









− 0.3360 0.4888 0.7123
0.6640 − 0.6124 0.5814
0.5112 0.3876 − 0.7009
0.2877 0.4186 0.2991 −









Step 2 We build the Atanassov’s intuitionistic fuzzy
preference relation R′

See Table 2.
Step 3 We calculate the score of each element in R′









− −0.1076 −0.0005 0.1803
0.1076 − 0.0505 0.0265
0.0005 −0.0505 − 0.1614

−0.1803 −0.0265 −0.1614 −









Step 4 We sum the scores of each alternative ob-
taining

• x1 → 0.0722.
• x2 → 0.1846.
• x3 → 0.1114.
• x4 → −0.3682.

We order the alternatives

x2 > x3 > x1 > x4

Observe that the result is in agreement with the
one obtained by the weighted voting strategy.

5.2. Second example

There exist problems where the weighted voting
strategy is not able to choose between two or more
alternatives (two or more alternatives have the same
sum of votes). We present an example where Algo-
rithm 2 solves this problem. Given the following
FPR:

R =









− 0.78 0.60 0.28
0.22 − 0.75 0.69
0.40 0.25 − 0.44
0.72 0.31 0.56 −









Step 2 We build the Atanassov’s intuitionistic fuzzy
preference relation R′

See Table 3.

Step 3 We calculate the score for each element









− 0.3136 0.0400 −0.1936
−0.3136 − 0.2500 0.1444
−0.0400 −0.2500 − −0.0144
0.1936 −0.1444 0.0144 −









Step 4 We sum the scores for each alterantive

• x1 → 0.1600.
• x2 → 0.0808.
• x3 → −0.3044.
• x4 → 0.0636.
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x1 x2 x3 x4

x1 - (0.1102,0.2178) (0.0109,0.0115) (0.3024,0.1222)
x2 (0.2178,0.1102) - (0.1377,0.0871) (0.0947,0.0681)
x3 (0.0115,0.0109) (0.0871,0.1377) - (0.2816,0.1202)
x4 (0.1222,0.3024) (0.0681,0.0947) (0.1202,0.2816) -

Table 2: Intuitionistic fuzzy binary relation R′ from Example 5.1.

x1 x2 x3 x4

x1 - (0.4368,0.1232) (0.12,0.08) (0.1232,0.3168)
x2 (0.1232,0.4368) - (0.375,0.125) (0.2322,0.1178)
x3 (0.08,0.12) (0.125,0.375) - (0.0528,0.0672)
x4 (0.3168,0.1232) (0.1178,0.2322) (0.0672,0.0528) -

Table 3: Intuitionistic fuzzy binary relation R′ from Example 5.2.

We order the solutions and we obtain:

x1 > x2 > x4 > x3

Observe that if we apply the weighted voting
strategy over R, the rank of alternatives is:

x1 = x2 > x4 > x3

In this example, the weighted voting cannot de-
cide between alterantives x1 and x2. However, us-
ing F functions and weak ignorance function in the
construction of the Atanassov’s intuitionistic fuzzy
preference relation, Algorithm 2 is able to order and
decide the best alternative.

6. Conclusions

In this work we have present a construction method
of AIFPRs from FPRs quantifying the ignorance
of the expert when expressing his/her preferences.
Moreover, we have studied and presented two adap-
tations of the well known weighted voting strategy
that work with AIFPRs. We have proved that in
problems where the weighted voting cannot distin-
guish some alternatives our second algorithm finds
the best alternative.
Acknowledgements: This work has been par-
tially supported by the National Science Founda-
tion of Spain, reference TIN2010-15055 and by the
Research Services of the Universidad Publica de
Navarra.
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