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1 Introduction

1.1  Purpose of the paper

The purpose of these pages is to give the reader a systematic overview of logical and
algebraic rules used in nonmonotonic and related logics. We try to give orientation in
a multitude of sometimes quite similar rules, and in translating the different versions to
each other.

The emphasis is on systematisation, and we will not go into deeper completeness proofs.

1.2  Organisation of the paper

The article is built around several tables.

They show

(1) connections between semantical and proof theoretical rules, but also their (some-
times subtle) differences,

(2) connections between different semantical rules, but again also their (sometimes sub-
tle) differences.

Further tables summarize
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1) representation results for preferential structures,

2) connections between the different concepts of AGM revision,

3

(1)
(2)
(3) results for distance based theory revision,
(4) connections between filters, the notion of size, and nonmonotonic logic.

The last table is probably the most innovative part of the paper, and it led to the intro-
duction of perhaps new rules (variants of the (OR) rule).

Yet, as tables go, the emphasis is more on systematisation than on novelty.

The “subtle” part of the comparisons and differences concerns mostly domain closure
problems:

e is a domain closed under finite union?

e does the operator preserve definability, i.e. is f(M(T")) = M(T") for some 1" - where
T, T are sets of formulas, and M(T) is the set of classical models of 77

e is the complement of M(T') again some M (T")? etc.

Thus, as a good roadmap should, the article points out easy ways to go from A to B, but
also puts up warning signs where there are problems ahead.

1.3 Summary of the tables
(1) Tables about rules for nonmonotonic logics

e Definition of the rules, Definition 3.3
e Connections between the different semantical rules, Fact 3.6

e Translations between the logical and the semantical variants, Proposition 3.8

(2) Summary of representation by preferential structures, Table 4.1.1

(3) Tables about rules for theory revision

e AGM revision, definitions of logical and semantical versions, Definition 5.1
e Interdefinability of AGM concepts, Proposition 5.2
e Definition of rules for distance based revision, Conditions 5.1

e Translation between semantical and logical versions, Proposition 5.5



hal-00311941, version 1 - 22 Aug 2008

(4) Tables concerning size and coherence

e Definitions of (weak) filters, ideals, and coherence conditions, Definition 6.1

e Correspondence between coherence conditions and semantical rules for non-
monotonic logics, Fact 6.3

2 Generalities

Definition 2.1

We use P to denote the power set operator, [I{X;:i €1} :=={g:9:1 — U{X,:i €I},
Vi € 1.9(i) € X;} is the general cartesian product, card(X) shall denote the cardinality
of X, and V the set-theoretic universe we work in - the class of all sets. Given a set of
pairs X, and a set X, we denote by X[ X = {< z,i >€ X : x € X}. When the context
is clear, we will sometime simply write X for X[ X.

A C B will denote that A is a subset of B or equal to B, and A C B that A is a proper
subset of B, likewise for A O B and A D B.

Given some fixed set U we work in, and X C U, then C(X):=U — X .
If Y CP(X) for some X, we say that ) satisfies

(N) iff it is closed under finite intersections,

(N) iff it is closed under arbitrary intersections,

(U) iff it is closed under finite unions,

(U) iff it is closed under arbitrary unions,

(C) iff it is closed under complementation.

We will sometimes write A= B || C for: A=B,or A=C,or A=BUC.

We make ample and tacit use of the Axiom of Choice.

Definition 2.2

<* will denote the transitive closure of the relation < . If a relation <, <, or similar is
given, a_Lb will express that a and b are < — (or < —) incomparable - context will tell.
Given any relation <, < will stand for < or =, conversely, given <, < will stand for <,
but not =, similarly for < etc.

Definition 2.3

A child (or successor) of an element x in a tree ¢ will be a direct child in ¢. A child of a
child, etc. will be called an indirect child. Trees will be supposed to grow downwards, so
the root is the top element.
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Definition 2.4

A subsequence o; : 7 € I C u of a sequence o; : 7 € u is called cofinal, iff for all i € pu
thereis i € I 1 <7.

Given two sequences g; and 7; of the same length, then their Hamming distance is the
quantity of ¢ where they differ.
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3 Logical rules

Definition 3.1

We work here in a classical propositional language £, a theory T" will be an arbitrary set
of formulas. Formulas will often be named ¢, 1, etc., theories T, S, etc.

v(L) will be the set of propositional variables of L.

M, will be the set of (classical) models of £, M(T) or My is the set of models of T
likewise M (¢) for a formula ¢.

D, :={M(T): T atheory in L}, the set of definable model sets.

Note that, in classical propositional logic, #, M, € D, D, contains singletons, is closed
under arbitrary intersections and finite unions.

An operation f : Y — P(Mg) for Y C P(M,) is called definability preserving, (dp) or
(udp) in short, iff for all X € D, NY f(X) € Dy.

We will also use (udp) for binary functions f : Y x ) — P(M,) - as needed for theory
revision - with the obvious meaning.

F will be classical derivability, and
T :={¢: Tt ¢}, the closure of T under - .

Con(.) will stand for classical consistency, so Con(¢) will mean that ¢ is clasical consistent,
likewise for Con(T). Con(T,T") will stand for Con(T'UT"), etc.

Given a consequence relation p, we define
Ti={6:T b o}

(There is no fear of confusion with T', as it just is not useful to close twice under classical
logic.)

VT ={pV¢: 0T, ¢ T}
If X C Mg, then Th(X) :={¢: X | ¢}, likewise for Th(m), m € M.

We recollect and note:

Fact 3.1

Let £ be a fixed propositional language, D, C X, p: X — P(M), for a L—theory T
:=Th(u(Mr)), let T, T" be arbitrary theories, then:

T
(1) u(Mr) C Mz,

(2) My U My = Mypygr and Mpoyp = My 0 Mgy,
(3) u(Mr) =0 — L eT.



hal-00311941, version 1 - 22 Aug 2008

If p is definability preserving or u(Mry) is finite, then the following also hold:
(5) T'+T < Mg C pu(My),

(6) M(MT) = MT’ — W = ? O

Fact 3.2
Let A, B - Mll-
Then Th(AU B) = Th(A) N Th(B).

Proof
peTh(AUB) = AUBE¢<= AE¢and Bl ¢ < ¢ € Th(A) and ¢ € Th(B).
O

Fact 3.3
Let X C M,, ¢, formulas.

) XN M) o iff X ¢ — 0.
2) X (1 M(9) b o ff M(Th(X)) N M(6) F .

(1

(2)

(3) Th(X N M(9)) = Th(X) U {¢}
(4)

(5) T

4) XNMp)=0< M(Th(X))NM(s) =10
5 Th(M(T)NM(T"))=TUT".
Proof

(1) “=7": X =(XNM(¢)U(XNM(=¢)). In both parts holds ¢ V1, so X = ¢ — 1.
“ <« 7: Trivial.

(2) X N M(6) £ o (by (1)) iff X | 6 — ¢ iff M(TA(X)) £ ¢ — o iff (again by (1))
M(Th(X)) N M(0) = .

(3) ¥ € TH(XNM(¢)) &
& Th(X)U{o} .

(4) X 1 M(8) =0 & X | ~6 <) MT(X)) | ~6 < M(Th(X)) 0 M(6) = 0.

XNM(¢) | ¥ @ M(Th(X)U{8}) = M(Th(X))NM(¢) ¢

7
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(5) M(T) N M(T'") = M(TUT).
O

Fact 3.4
If X = M(T), then M(Th(X)) = X.

Proof

X C M(Th(X)) is trivial. Th(M(T)) =T is trivial by classical soundness and complete-
ness. So M(Th(M(T)) = M(T)= M(T) = X. O

Example 3.1

If v(£) is infinite, and m any model for £, then M := M, — {m} is not definable by
any theory 7. (Proof: Suppose it were, and let ¢ hold in M, but not in m, so in m —¢
holds, but as ¢ is finite, there is a model m’ in M which coincides on all propositional
variables of ¢ with m, so in m’ —=¢ holds, too, a contradiction.) Thus, in the infinite case,

P(M,) # D,.

(There is also a simple cardinality argument, which shows that almost no model sets are
definable, but it is not constructive and thus less instructive than above argument. We
give it nonetheless: Let k := card(v(L)). Then there are x many formulas, so 2" many
theories, and thus 2" many definable model sets. But there are 2® many models, so (2)"
many model sets.)

O

Definition 3.2
Let Y C P(Z) be given and closed under arbitrary intersections.

—~~
For ACZ let A =N{Xe€Y:ACX}

~~
Intuitively, Z is the set of all models for £, Y is Dy, and A = M(Th(A)), this is the

o PN
intended application. Note that then § = 0.

Fact 3.5
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(1) If Y € P(Z) is closed under arbitrary intersections and finite unions, Z € Y, X, Y C Z,
then the following hold:

~~
uy

}

X
A~ A

X N Y | but usually not conversely,
C

A—-B
~~
=Y

, but not conversely,

~~
ClC1) X CY — X CY, but not conversely,

=
ClC2)XCY - X CVY.

, in addition, X € Y and CX := Z — X € ), then the following two properties hold,

[\
SN—
T
—

3.1) Th(X) = Th(X),

~~ ~~ —_—~— A~ A~
3.2) Evenif A= A, B= B, it is not necessarily true that A— BC A — B .

Proof:

(Cl=), (ClC1), (ClC?2),(3.1) are trivial.

(ClU)Let Y(U) ={X €Y : UCX} A€ Y(XUY), then A€ Y(X)and A € Y(Y),
so XUY DO X Uy IfAeY(X)and Be YY), then AUB € Y(XUY), soXUY

A~ A~
C XuUY.

—_— A~ A~
(CliN Let XY€Y XCX Y CY' then XNYCX'NY' soXNYC XNY.

For the converse, set X := M, — {m}, Y := {m} in Example 3.1.
~~
(Cl=)Let A—-BC X €)Y, BCY €Y, soAC XUY € Y. Let x ¢ B
——

W eYBCY,2¢Y),1¢A-B=3XecVA-BCX, ¢ X),s0z¢&XU

= ~~ — ~~ A~ A~

ACXUY,sox g A .Thus, 2 ¢ B, s g A—-B=x¢ A,orx e A— B
——
reA—-B.

= ——
(ClNn+) ANX 2D ANX by (CIN). For “C7: Let AN X C A" € ), then by closure

=

Y
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= ——
under (U), ACAUCX €Y, (AUCX)NX CA. So ANXCANX.

—_—— — e = =
Cl- ) A-X=ANCX ="ANCX = A —X by (CIN+).

~~ ~~
(3.2) Set A := Mg, B := {m} for m € M, arbitrary, £ infinite. So A= A, B= B,

——
but A—B=A+A—B.
]

Definition 3.3

We introduce here formally a list of properties of set functions on the algebraic side, and
their corresponding logical rules on the other side.

Recall that T :={¢: T+ ¢}, T := {¢ : T |~ ¢}, where | is classical consequence, and |
any other consequence.

We show, wherever adequate, in parallel the formula version in the left column, the theory
version in the middle column, and the semantical or algebraic counterpart in the right
column. The algebraic counterpart gives conditions for a function f : Y — P(U), where
U is some set, and Y C P(U).

When the formula version is not commonly used, we omit it, as we normally work only
with the theory version.

Intuitively, A and B in the right hand side column stand for M (¢) for some formula ¢,
whereas X, Y stand for M(T') for some theory T

10
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Basics

(AND) (AND) Closure under
6 bbby = T, T o = finite
o Ny TRy Ay intersection
(OR) _ (OR) (uOR)
b g o= TATCTVT | f(XUY)C F(X)Uf(Y)
oV U
(wOR) (wOR) (unwOR)
dh, Y= TnNT CTVvT f(XUuY)C f(X)uYy
oV i
(disjOR) (disjOR) (udisjOR)
o =d, @, -Con(TUT") = XNnY =0=
O v ove by | TATCTVT | J(XUY)C FX)USY)
(LLE) (LLE)
Left Logical Equivalence
Fo—d o= T=T=T=T trivially true
¢~y
(RW) Right Weakening (RW) upward closure
¢ b=y = Th b —d' =
¢y Ty
(CCL) Classical Closure (CCL)
T is classically trivially true
closed
(SC) Supraclassicality (5C) (n Q)
oty = ¢~y TCT f(X)CX
(REF) Reflexivity
Aapa
(CP) (CP) (10)
Consistency Preservation
phoLl=0¢pFL ThL=TFL1 JX)=0=X=0
(u0fin)
X#0= f(X)#0
for finite X
PR) (LPR)
dNY CPpU{¢'} TUT' CTUT XCYy =
FY)NX € f(X)
(iPR)
JX)NY C fXNY)
(CUT) (CUT) (uCUT)
ApraAapp= TCT CT= fX)CYCX =
App T'cT f(X) € fY)
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Cumulativity

(CM) Cautious Monotony (CM) (uC'M)
O P o Y = TCTCT = fXycycx=
GAY o rcrT f(Y) € f(X)
or (ResM) Restricted Monotony (uResM)
Apa,B=Aapfp fX)CANB= f(XNA)CB
(CUM) Cumulativity (CUM) (uCUM)
¢y = TCTCT= fX)CYCX=
(¢ Y e oAy YY) T=T fY) = f(X)
) A=)
TCT,\T'CT = fX)CY, fY)C X =
T"=T f(X) =f(¥)
Rationality
(RatM) Rational Monotony (RatM (uRatM)
¢ p, ot Y = Con(TUT"), THT' = XCY,XnfY)#0=
oY P TOTUT fX)crnX
(Rat T =) (=)
Con(TUT"), THT' = XCY,XNnfY)#0=
T=TUT FX)=fY)NX
(Log =) (="
Con(T"UT) = fVHNX#£0=
TUT =T'UT FYnX)=fyY)nx
(Log |) (1)

f(XUY) is one of
f(X), f(Y) or fF(X)U f(Y)

(1)
FY)N(X - f(X)#0=
FXUY)NY =0

()
FV)A(X ~ (X)) #0 =
f(XUY) = F(X)

(1 €)
aeX - f(X)=

e Xad f({a,b})

(PR) is also called infinite conditionalization - we choose the name for its central role for
preferential structures (PR) or (uPR).

The system of rules (AND) (OR) (LLE) (RW) (SC) (CP) (CM) (CUM) is also called
system P (for preferential), adding (RatM) gives the system R (for rationality or ranked-

ness).

Roughly: Smooth preferential structures generate logics satisfying system P, ranked struc-

tures logics satisfying system R.

A logic satistying (REF), (ResM), and (CUT) is called a consequence relation.

12
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(LLE) and(CCL) will hold automatically, whenever we work with model sets.

(AND) is obviously closely related to filters, and corresponds to closure under finite
intersections. (RW) corresponds to upward closure of filters.

More precisely, validity of both depend on the definition, and the direction we consider.
Given f and (u C), f(X) € X generates a pricipal filter: {X’ C X : f(X) C X'}, with
the definition: If X = M(T), then T' |~ ¢ iff f(X) C M(¢). Validity of (AND) and
(RW) are then trivial.

Conversely, we can define for X = M(T)

X ={X'CX:Fp(X' =XNM(p)and T |~ ¢)}.

(AND) then makes X closed under finite intersections, (RW') makes X upward closed.
This is in the infinite case usually not yet a filter, as not all subsets of X need to be
definable this way. In this case, we complete X by adding all X” such that there is
X CX'CX, X' eX.

Alternatively, we can define
X ={X'CX:{XNnM@):T o} CX'}
(SC') corresponds to the choice of a subset.

(CP) is somewhat delicate, as it presupposes that the chosen model set is non-empty.
This might fail in the presence of ever better choices, without ideal ones; the problem is
addressed by the limit versions.

(PR) is an infinitary version of one half of the deduction theorem: Let 7" stand for ¢, 7"
for ¢, and ¢ A v o, 50 ¢ v — o, but (Y — o) AY Fo.

(CUM) (whose most interesting half in our context is (C'M)) may best be seen as normal
use of lemmas: We have worked hard and found some lemmas. Now we can take a rest,
and come back again with our new lemmas. Adding them to the axioms will neither add
new theorems, nor prevent old ones to hold.

Fact 3.6

This table is to be read as follows: If the left hand side holds for some function f:)Y —
P(U), and the auxiliary properties noted in the middle also hold for f or ), then the
right hand side will hold, too - and conversely.

13



Basics

(L1) (LPR) = (N +®9) (LPR')

(1.2) =

(2.1) (LPR) = (1 <) (LOR)

(2.2) < (u C) + closure

under set difference
3) (LPR) = (LCUT)
(4) | Q)+ (rC2)+ (pCUM)+ 7 (LPR)
(uRatM) + (N)
Cumulativity

(5.1) (LCM) = (M) +®o) (nResM)

(5.2) <« (infin.)

(6) (LCM) + (nCUT) & (LCUM)

(7) (kS +(kc2) = (LCUM)

®) | o)+ CUM) () = =)

) (4 C) + (CUM) % =)

Rationality

(10) (nRatM) + (LPR) = (k=)
o (11) (k=) = (LPR)
S (12.1) (k=) = (N + k<) (k="
N (12.2) =
S (13) SR N )
N (14) (), (1), (n =) = (U) (1), (p), (nCUM),
S (15) (L S)+(p ) = Y closed under set difference (u=)
— (16) (u )+ (u( €) —)F (uPR)+ = (U) 4+ Y contains singletons (n=)
c w <
'g (17) (MCUM) + (1 =) = (U) + Y contains singletons (1 e),
2 (18) (CUM) + (=) + (1 ©) = (V) (e 1),
— (19) (uPR) + (nCUM) + (1 |]) = sufficient, e.g. true in D, (n=).
S (200 | (O + (WPR) + (u=) # (1D,
= (21) (1 C)+ (WPR) + (1) # (without closure (u=)
S under set difference),
S @) | GO GPR T T = e
= (1 =)+ (pu) (thus not representability

by ranked structures)
Proof

All sets are to be in V.

(1.1) (PR)+ (M) + (1 ©) = (uPR)
By XNY C X and (uPR), f(X)NXNY C f(XNY).By (1 C) f(X)NY = f(X)NXNY.
(1.2) (uPR') = (uPR) :

14
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Let X CY,s0 X = XNY,s0by (uPR") f(Y)NX C f(XNY) = f(X).

(2.1) (uPR) + (1 C) = (LOR) :

FIXUY)C XUY by (p ©),s0 f(XUY) = (f(XUY)NX)U(f(XUY)nY) C
FX)UFY).

(2.2) (LOR) 4 (u C) + closure under set difference = (uPR) :

Let X CVY, X' =Y -X. f(Y) C f(X)Uf(X') by (LOR),so f(Y)NX C (f(X)NX)U
(f(X)NX) =ue) fF(X)UD = f(X).

(3) (WPR) = (uCUT) -

FX)CY CX = f(X)C f(X)NY C f(V) by (4PR).

(4) (4 ©) + (1 €2) + (4CUM) + (uRatM) + () % (4PF) -

This is shown in Example 3.3.

(5.1) (RCM) + (M) + (n ©) = (uResM) :

Let f(X) € ANB,so f(X) C A soby (p Q) f(X)C ANnX C X, so by (uCM)
FANX) C f(X)C B.

(5.2) (uResM) = (uCM) :

We consider here the infinitary version, where all sets can be model sets of infinite theories.
Let f(X)CY C X, s0 f(X)CYNf(X),s0by (uResM) f(Y)=f(XNY)C f(X).

(6) (LCM) + (nCUT) < (nCUM) :
Trivial.

(7) (0 S) + (n €2) = (WCUM) :

Suppose f(D) S EC D.Soby (uC) f(E) S EC D, soby (nS2) f(D) = f(E).

(8) (b S) + (CUM) + (N) = (1 C2) :

Let f(D) C E, f(E) C D,soby (uC) f(D)C DNEC D, f(E) C DNE C E. As
f(DNE) is defined, so f(D) = f(DNE) = f(E) by (hCUM).

(9) (1 ©) + (HCUM) # (1 C2) :

This is shown in Example 3.2.

(10) (uRatM) + (uPR) = (n =) :

Trivial.

(11) (1 =) entails (uPR) :

Trivial.

(12.1) (=) — (u =)

Let f(Y)N X # ), we have to show f(X NY) = f(Y)NX. By (0 Q) f(Y) CY, so

15
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fMNX=fY)n(XnNnY),soby (t=) fY)NX =fY)N(XNY)=f(XNY).

(12.2) (=) = (k=) :
Let X CY, f(Y)NX #0, then f(X)=f(YNX)=f(Y)nX.

(13) (1 ©), (=) — (uv) :

If not, f(XUY)NY # 0, but f(Y)N (X — f(X)) # 0. B
FXUY)NX C f(X), 500 # f(Y)N (X f(X)) € fiy
)= f(XUY) #0,soby (uC) f(Y) CY and f(Y) # f(X
f(Y)=f(XUY)NY, a contradiction.

(14)

(1 C)s (1), (=) = () :

If X or Y or both are empty, then this is trivial. Assume then X UY # (), so by (u0)
JIXUY)#£0.By (pCQ) f(XUY)C XUY,s0 f(XUY)NX =Pand f(XUY)NY =0
together are impossible. Case 1, f(XUY)NX # 0 and f(XUY)NY #£ 0 : By (u =)
F(XUY)NX = f(X) and f(XUY)NY = f(Y),soby (1 C) f(XUY) = f(X)Uf(Y). Case
2, f(XUY)NX # Dand f(XUY)NY =0 :Soby (u=) f(XUY) = f(XUY)NX = f(X).
Case 3, f(XUY)NX =0 and f(XUY)NY # 0 : Symmetrical.

(1 C), (1), (n =) = (pU) :

If XUY =0, then f(XUY) = f(X) =0 by (¢ ). So suppose X UY # (). By (13),
F(XUY)NY =0,s0 f(XUY) C X by (1 Q). By (ud), fF(XUY) # 0, s0 f(XUY)NX #£ 0,
and f(XUY) = f(X) by (1 =).

(1 C), (1), (n =) = (LCUM) :

If Y = 0, this is trivial by (u C). If Y # (), then by (uf)) - which is crucial here - f(Y') # 0,
soby f(Y) € X f(Y)NX #0,s0 by (u=) f(Y) = fY)NX = f(X).

(15) (n S) + () = (p=):

Let X C Y, and consider Y = X U (Y—X). Then f(Y) = f(X) || f(Y=X). As f(Y —
X)NX =0, fY)NX C f(X). If f(Y)NX # 0, then by the same argument f(X) is
involved, so f(X) C f(Y).

(16) () + () + (uPR)+ (1 C) — (n =) :

Suppose X C Y, z € f(Y)N X, we have to show f(Y)NX = f(X). “ C 7 is trivial by
(uPR). “D7: Assume a & f(Y) (by (1 C)),buta € f(X).By (r€)3IbeYad f({a,b}).

As a € f(X), by (uPR), a € f({a,2}). By (u [), f({a,b,2}) = f({a,2}) || f({b}).

As a & f({a,b,2}), f({a,b,x}) = f({b}), so x & f({a,b,x}), contradicting (uPR), as
a,b,r €Y.

(17) (WCUM) + (p=) — (n €) :
Let a € X — f(X). If f(X) =0, then f({a}) =0 by (uCUM). If not: Let b € f(X), then

(11), (uPR) holds, so
N X - f(XUY)), so
UY)NnY. But by (u =)

y
)
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a ¢ f({a,b}) by (n=).

(18) (LCUM) + (n =) + (1 S) — (u[]) :

By (uCUM), f(XUY)C X C XUY — f(X) = f(XUY),and f(XUY)CY C XUY
— f(Y) = f(XUY). Thus, if (u ||) were to fail, f(XUY) € X, f(XUY) €Y, but
then by (1 C) fF(XUY)NX #0,s0 f(X)=f(XUY)NX, and f(XUY)NY #0, so
f(Y)=f(XUY)NY by (n=). Thus, f(XUY) = (f(XUY)NX)U(f(XUY)NY) =
FX)U ).

(19) (WPR) + (pCUM) + (p ) — (p =) :

Suppose (1 =) does not hold. So, by (uPR), there are X, Y,y st. X CY, XN f(Y) #
0,y eY —fY),y € f(X). Let a € XN fY). If f(Y) = {a}, then by (uCUM)
f(Y) = f(X), so there must be b € f(Y), b # a. Take now Y, Y" st. YV =Y UY"|
a €Y agY' beY' bg&Y' yeY NY” Assume now (u ||) to hold, we show
a contradiction. If y & f(Y"), then by (uPR) y € f(Y" U{a}). But f(Y" U {a}) =
FY") | f{a,y}), so f(Y"U{a}) = f(Y"), contradicting a € f(Y). If y € f(Y"), then
by f(Y) = fY) || fY"), f(Y) = f(Y'), contradiction as b & f(Y").

(20) (0 ©) + (WPR) + (p =) 7 (1)) :

See Example 3.4.

(21) (1 ©) + (uPR) + () 7 (1 =) -

See Example 3.5.

(22) (n ©) + (wWPR) + (p[]) + (1 =) + (L) 7 (1 €) :

See Example 3.6.

Thus, by Fact 4.11, the conditions do not assure representability by ranked structures.

O

Example 3.2
We show here (¢ C) + (uCUM) # (1 C2).

Consider X := {a,b,c}, Y = {a,b,d}, f(X) := {a}, fY) :={a,b}, YV = {X, Y} (If
f({a,b}) were defined, we would have f(X) = f({a,b}) = f(Y), contradiction.)

Obviously, (¢ €) and (uCUM) hold, but not (u CD).
O

Example 3.3

17
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We show here (1 C) + (1 C2) + (uCUM) + (uRatM) + (N) # (LPR).

Let U := {a,b,c}. Let Y = P(U). So (N) is trivially satisfied. Set f(X) := X for all
X C U except for f({a,b}) = {b}. Obviously, this cannot be represented by a preferential
structure and (uPR) is false for U and {a, b}. But it satisfies (1 C), (uCUM), (nRatM).
(u C) is trivial. (uCUM) : Let f(X) CY C X. If f(X) = X, we are done. Consider
f({a,b}) ={b}. If {b} CY C {a,b}, then f(Y) = {b}, so we are done again. It is shown
in Fact 3.6, (8) that (u C2) follows. (uRatM) : Suppose X C Y, X N f(Y) # 0, we have
to show f(X) C f(Y)NX. If f(Y) =Y, the result holds by X C Y, so it does if X =Y.
The only remaining case is Y = {a, b}, X = {b}, and the result holds again.

O

Example 3.4

The example shows that (u C) + (uPR) + (u =) & (u |]).

Consider the following structure without transitivity: U := {a,b,¢,d}, ¢ and d have w
many copies in descending order ¢; > ¢s . ..., etc. a,b have one single copy each. a > b,

ar=di,brabxc. (p]) does not hold: f(U) =0, but f({a,c}) = {a}, f({b,d}) = {b}.
(uPR) holds as in all preferential structures. (@ =) holds: If it were to fail, then for some
ACB, f(BYNA#1,so f(B) # (0. But the only possible cases for B are now: (a € B,
b,d ¢ B) or (b € B, a,¢c ¢ B). Thus, B can be {a}, {a,c}, {b}, {b,d} with f(B) =
{a}, {a}, {b}, {b}. If A = B, then the result will hold trivially. Moreover, A has to be
# (). So the remaining cases of B where it might fail are B = {a,c} and {b,d}, and by
f(B)NA # 0, the only cases of A where it might fail, are A = {a} or {b} respectively. So
the only cases remaining are: B = {a,c}, A = {a} and B = {b,d}, A = {b}. In the first
case, f(A) = f(B) = {a}, in the second f(A) = f(B) = {b}, but (1 =) holds in both.

O

Example 3.5
The example shows that (¢ C) + (uPR) + (u ||) % (1 =).

Work in the set of theory definable model sets of an infinite propositional language. Note
that this is not closed under set difference, and closure properties will play a crucial role
in the argumentation. Let U := {y, a, z;,<. }, where x; — a in the standard topology. For
the order, arrange s.t. y is minimized by any set iff this set contains a cofinal subsequence
of the x;, this can be done by the standard construction. Moreover, let the z; all kill
themselves, i.e. with w many copies =} = z? = .... There are no other elements in the

18
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relation. Note that if a & p(X), then a ¢ X, and X cannot contain a cofinal subsequence
of the z;, as X is closed in the standard topology. (A short argument: suppose X contains
such a subsequence, but a ¢ X. Then the theory of a T'h(a) is inconsistent with Th(X),
so already a finite subset of T'h(a) is inconsistent with Th(X), but such a finite subset
will finally hold in a cofinal sequence converging to a.) Likewise, if y € pu(X), then X
cannot contain a cofinal subsequence of the z;.

Obviously, (¢ C€) and (pPR) hold, but (4 =) does not hold: Set B := U, A := {a,y}.
Then pu(B) = {a}, u(A) = {a,y}, contradicting (u =).

It remains to show that (u ||) holds.

((X) can only be 0, {a}, {y}, {a,y}. As p(AUB) € p(A) U p(B) by (uPR),

Case 1, (AU B) = {a,y} is settled.

Note that if y € X — pu(X), then X will contain a cofinal subsequence, and thus a € pu(X).
Case 2: u(AU B) = {a}.

Case 2.1: u(A) = {a} - we are done.

Case 2.2: u(A) = {y} : A does not contain a, nor a cofinal subsequence. If u(B) = 0,
then a ¢ B, so a ¢ AU B, a contradiction. If u(B) = {a}, we are done. If y € u(B),
then y € B, but B does not contain a cofinal subsequence, so A U B does not either, so
y € u(AU B), contradiction.

Case 2.3: pu(A) = 0 : A cannot contain a cofinal subsequence. If u(B) = {a}, we are
done. a € p(B) does have to hold, so u(B) = {a,y} is the only remaining possibility. But
then B does not contain a cofinal subsequence, and neither does AU B, so y € u(AU B),
contradiction.

Case 2.4: u(A) = {a,y} : A does not contain a cofinal subsequence. If u(B) = {a}, we
are done. If u(B) = 0, B does not contain a cofinal subsequence (as a ¢ B), so neither
does AU B, so y € u(AU B), contradiction. If y € u(B), B does not contain a cofinal
subsequence, and we are done again.

Case 3: u(AU B) ={y} : To obtain a contradiction, we need a € pu(A) or a € u(B). But
in both cases a € u(AU B).

Case 4: (AU B) = : Thus, AU B contains no cofinal subsequence. If, e.g. y € u(A),
then y € u(AU B), if a € pu(A), then a € (AU B), so u(A) = 0.

O

Example 3.6
The example show that (i C) + (WPR) + (p |]) + (=) + (uU) # (1 €).
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Let U := {y, 7;«. }, 7; a sequence, each z; kills itself, z} = x? i . and y is killed by all
cofinal subsequences of the x;. Then for any X C U ,u( ) =

0 or u(X) = {y).
(u ©) and (P R) hold obviously.

(i ]|) : Let AU B be given. If y & X, then for all Y C X u(Y) =0. So, if y ¢ AU B, we
are done. If y € AU B, if u(AU B) = (), one of A, B must contain a cofinal sequence, it
will have p = (). If not, then u(AU B) = {y}, and this will also hold for the one y is in.

(u=):Let AC B, u(B)NA# 0, show u(A) = p(B) N A. But now u(B) = {y}, y € A,
so B does not contain a cofinal subsequence, neither does A, so u(A) = {y}.

(pU) (A= p(A) N p(A) # 0, so u(A') = {y}, so (AU A") =0, as y € A — p(A).

But (p €) does not hold: y € U — u(U), but there is no z s.t. y € pu({z,y}).

O

Fact 3.7
(nwOR) + (1 ©) = F(XUY) C F(X)Uf(Y)U(XNY)

Proof
fXUY) CAX)UY, F(IXUY)CXU[(Y),s0 f(XUY)C (f(X)UY)N (XU [f(Y))
= f(X)ufY)u(Xny)o

Proposition 3.8

The following table is to be read as follows:

Let a logic | satisfies (LLE) and (CCL), and define a function f : Dy — D, by
f(M(T)) := M(T). Then f is well defined, satisfies (udp), and T'= Th(f(M(T))).

If |~ satisfies a rule in the left hand side, then - provided the additional properties noted
in the middle for = hold, too - f will satisfy the property in the right hand side.
Conversely, if f : ) — P(M,) is a function, with D, C Y, and we define a logic p
by T := Th(f(M(T))), then v satisfies (LLE) and (CCL). If f satisfies (udp), then
fF(M(T)) = M(T).

If f satisfies a property in the right hand side, then - provided the additional properties
noted in the middle for <= hold, too - |~ will satisfy the property in the left hand side.

If “formula” is noted in the table, this means that, if one of the theories (the one named
the same way in Definition 3.3) is equivalent to a formula, we can renounce on (udp).
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(1.1) (OR) =
(1.2) =
(2.1) (disjOR) = (udisjOR)
(2.2) =
(3.1) (wOR) =
(3.2) =
(4.1) (SC) =
(4.2) =
(5.1) (CP) =
(5.2) =
(6.1) (PR) =
(6.2) < (pdp) + (1 ©)
(6.3) # without (pdp)
(6.4) =0
T' a formula
(6.5) (PR) =
T a formula
(7.1) (cuT) =
(7.2) =
Cumulativity
(8.1) (CM) =
(8.2) =
(9.1 (ResM) =
(9.2) =
(10.1) (CD) =
(10.2) =
(11.1) | (CUM) =
(11.2) =
Rationality
(RatM) =
<+ (udp)
+ without (udp)
=
T a formula
(RatM =) =
<+ (pdp)
+ without (udp)
=
T a formula
(Log =) =
<+ (pdp)
+ without (udp)
< T a formula
(Log I) =
=
(Logl) | = (S)+(n=)
< (udp)
+ without (udp)
(Logl) | = (pS)+(n=)
< (udp)
+ without (udp)
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Proof

Set f(T') :== f(M(T)), note that f(TUT') := f(M(TUT")) = f(M(T)NM(T")).

We show first the general framework.

Let |~ satisfy (LLE) and (CCL). Let f : Dy — D be defined by f(M(T)) := M(T).
If M(T) = M(T'), then T =T", so by (LLE) T =T, so f(M(T)) = f(M(T")), so f is
well defined and satisfies (udp). By (CCL) Th(M(T)) =T.

Let f be given, and |~ be defined by T := Th(f(M(T))). Obviously, |~ satisfies (LLE)
and (CCL) (and thus (RW)). If f satisfies (udp), then f(M(T')) = M(T") for some 7",
and f(M(T)) = M(Th(f(M(T)))) = M(T) by Fact 3.4. (We will use Fact 3.4 now
without further mentioning.)

Next we show the following fact:

(a) If f satisfies (udp), or T" is equivalent to a formula, then Th(f(T)NM(T")) =T UT".

Case 1, f satisfies (udp). Th(f(M(T)) N M(T")) = Th(M(T) N M(T") = T UT" by Fact
3.3 (5).

Case 2, T" is equivalent to ¢'. Th(f(M(T))NM(¢')) = Th(f(M(T)))U{¢'} = TU {¢'}
by Fact 3.3 (3).

We now prove the individual properties.

(1.1) (OR) = (LOR)

Let X = M(T), Y = M(T"). f(XUY) = f(M(T)UM(T")) = f(M(TVT")) := M(T V1)
Cor) M(T'NT") =ccry M(T)UM(T") =: f(X)U f(Y).

(1.2) (LOR) = (OR)

TVT = Th(f(M(TVT))) = Th(f(M(T)UM(T"))) 2uor) Th(f(M(T))U f(M(T")))
= (by Fact 3.2) Th(f(M(T))) NTh(f(M(T"))) = TNT.
(2
(

) By -Con(T,T") & M(T)NM(T") =
3.1) (wOR) = (uwOR)
Let X = M(T),Y = M(T"). f(XUY) = f(M(T)UM(T")) = f(M(TVT")) := M(TVT)
Cwory M(TNT') =cory M(T)UM(T') =: f(X)UY.
(3.2) (nwOR) = (WOR)
TVT = Th(F(M(TVT"))) = Th(f (M(T) U M(T"))) 2guon) Th(f(M(T))UM(T")) =
(by =
(4.

=

we can use directly the proofs for 1.

Fact 3.2) Th(f(M(T))) N Th(M(T")) = TNT".
1) (5C) = (1 9)
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Trivial.

(42) (4 ©) = (SC)

Trivial.

(5.1) (CP) = (ub)

Trivial.

(5.2) (1) = (C'P)

Trivial.

(6.1) (PR) = (uPR) :

Suppose X = M(T), Y := M(T"), X C Y, we have to show f(Y) N
prerequisite, 7" C T, 50 TUT' =T, s0 TUT = T by (LLE). By (P R)

so fY)NX = f(TYNM(T)=MT' UT)C M(TUT') = M(T) = f(X )
(6.2) (WPR) + (udp) + (1 C) = (PR)

FIT) O M(TY) =gy FT) A M(T) A M(T') = F(T) 0 M(TUT') Cuny £(TUTY, 50
TUT =Th(f(TUT")) CTh(f(T)NM(T")) = TuT by (a) above and (udp).

(6.3) (uPR) # (PR) without (udp) :

(uPR) holds in all preferential structures (see Definition 4.1) by Fact 4.1. Example 4.2
shows that (DP) may fail in the resulting logic.

(6.4) (uPR) + (n C) = (PR) if T" is classically equivalent to a formula:
It was shown in the proof of (6.2) that f( YN M(¢') € f(TU{¢'}), so TU{¢'} =

Th(f(TU{¢'})) C Th(f(T) N M(¢)) = T U{¢'} by (a) above.
(6.5) (uPR') = (PR), if T" is classically equivalent to a formula:

FM(T) N M(¢') Spry f(M(T) N M(¢)) = f(M(T U{¢'})). So again TU{¢'} =
Th(f(T U{¢'})) € Th(f(T) N M(¢)) = T U{¢'} by (a) above.

(7.1) (CUT) = (uCUT)

Solet X = M(T), Y = M(T"), and f(T) := M(
T =qp) (T) — (by (CUT) T = (T) 2 (T') =
thus f(X) C f(Y).

(7.2) (uCUT) = (CUT)

Let T C T’ C T. Thus f(T) € M(T) € M(T") € M(T), so by (uCUT) f(T) C f(T"), so
T =Th(f(T)) 2 Th(f(T")) =T

(8.1) (CM) = (uCM)

| ﬂ
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Solet X = M(T), Y = M(T"), and
T =(r) (T) — (by (LLE), (CM))
(T ) thus f(X) 2 f( )-

(8.2) (nCM) = (CM)

Let T C T" C T. Thus by (uC'M) and f(T) € M(T) € M(T") C M(T), so f(T) 2 f(T")
by (CM), so T = Th(f(T)) € Th(f(T")) =T’

(9.1) (ResM) = (uResM)

Let f(X) := M(A), A:= M(a), B:= M(f). So f(X) CANB = A b a, = (gesnr)

Aapf=MAaa CMQPB = f(XNA) CB.

(9.2) (uResM) = (ResM)

Let f(X) := M(A), A := M(a), B:= M(B). So A o, 3= f(X) C AN B =(unesnr)
F(XNA)CB=AapgB.

(10.1) (€2) = (1 €2)

Let f(T) € M(T"), f(T") € M(T). So Th{M(T")) € Th(f(T)), Th(M(T)) € Th(f(T"))
soT'"CT CT, TCTCT,soby (C2)T=T,s0 f(T):=M(T)=MT)=: f(T).
(10.2) (n €2) = (€2)

Let T C T and T" C T. So by (CCL) Th(M(T)) = T C T' = Th(f(T")). But
Th(M(T)) € Th(X) = X C M(T) : X € M(Th(X)) € M(Th(M(T))) = M(T).
So f(T") € M(T), likewise f(T) C M(T"), so by (u C2) f(T) = f(T"),s0 T =T"

(11.1) (CUM) = (uCUM) :

So let X = M(T), Y = M(T"), and f(T) := M(T) C M(T) € M(T) =T T C
T =qpy 1) > T =T) = T) =T — f(T) = M(T) = M(T') = f(T"), thus
f(X) = F(Y).

(11.2) (WCUM) = (CUM):

Let T C T C T. Thus by (nCUM) and f(T) C M(?) CM(T" C M(T),so f(T) = f(T"),
0 T = Th(f(T)) = Th(f(T") = T"

(12.1) (RatM) = (pRatM)

Let X = M(T),Y = M(T"),and X CY, XNf(Y)#0D,s0T T and M(T)N

0, 50 Con(T,T7), s0 T' UT € T by (RatM), so f(X) = f(M(T)) = M(T) C M(T'UT)
M(T) N M(T) = f(Y)N X.

(12.2) (uRatM) + (udp) = (RatM) :

Let X = M(T),Y = M(T"), T+ T, Con(T,T"), so X C Y and by (udp) XNf(Y) # 0, so
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by (uRatM) f(X) C f(Y)NX,s0 TUT" =Th(f(TUT')) C Th(f(T)NM(T")) =T UT’
by (a) above and (udp).

(12.3) (nRatM) # (RatM) without (udp) :

(uRatM) holds in all ranked preferential structures (see Definition 4.4) by Fact 4.11.
Example 3.7 (2) shows that (RatM) may fail in the resulting logic.

(12.4) (pRatM) = (RatM) if T is classically equivalent to a formula:

¢ T = M(¢) C M(T"). Con(¢,T") & M(T)NM(¢) # 0 < f(T")NM(¢) = 0 by Fact
3.3 (4). Thus f(M(¢)) C f(M(T"))NM(¢) by (nRatM). Thus by (a) above T u{o) {¢} C .
(13.1) (RatM =) = (u =)

Let X = M(T),Y = M(T"),and X CY, XNf(Y)#D,soTFT and M(T)Nf(M(T")) #
0, so Con(T,T7), so T'UT =T by (RatM =), so f(X) = f(M(T)) = M(T) = M(T' U
T)=MT)NM(T)=fY)nX.

(13.2) (=) + (pudp) = (RatM =)

Let X = M(T),Y = M(T"), T+T', Con(T,T"), so X C Y and by (udp) X N f(Y) 0,
soby (=) f(X)=f(Y)NX. So TUT = T( ) above and (udp).

(13.3) (=) & (RatM =) without (udp) :

(1 =) holds in all ranked preferential structures (see Definition 4.4) by Fact 4.11. Example
3.7 (1) shows that (RatM =) may fail in the resulting logic.

(134) (1 =) = (RatM =) if T is classically equivalent to a formula:

The proof is almost identical to the one for (12.4). Again, the prerequisites of (u =) are
satisfied, so f(M(¢)) = f(M(T")) N M(¢). Thus, T' U {¢} = & by (a) above.

Of the last four, we show (14), (15), (17), the proof for (16) is similar to the one for (17).
(14.1) (Log =") = (n =') :

FIM(T)) N M(T) # 0 = Con(T'UT) =(pogery TUT' =
FOM(TY) 0 M(T).

(14.2) (n =") + (udp) = (Log =) :

Con(T'UT) Sty f(M(T')) NM(T) #0 = f(M(T"UT)) = fF(M(T") 0 M(T)) =(u=)
FM(T))NM(T),so T"UT =T"UT by (a) above and (udp).

(14.3) (n =") # (Log =") without (udp) :

By Fact 4.11 (u =) holds in ranked structures. Consider Example 3.7 (2). There,
Con(T,ﬁ), T=TUT', and it was shown that 7 U T z T=TuT

ﬂll

"UT = f(M(TUT")) =
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(14.4) (n =") = (Log =') if T is classically equivalent to a formula:
Con(T'U{p}) = 0 £ M(T") N M(¢) = f(T") N M(¢) # 0 by Fact 3.3 (4). So f(M(T"U
fM

{ﬁ})) (T") N M(¢)) = fF(M(T")) N M(¢) by (n="),s0 T'U{¢} =T U{g} by (a)
(15.1) (Log [|) = (1) :

Trivial.

(15.2) (u [)) = (Log |)) :

Trivial.

(16) (LogU) < (uU) : Analogous to the proof of (17).
(17.1) (Log) + (1 ) + (n =) = (uV) :

)

fM(T) N (M(T) = f(M(T))) # 0 = (by (1 ©), (1 =), Fact 4.8) f(M(?

f(M ET)) f(M(T)) =0 = Con(T',T), -Con(T",T) = TVT =T = f(M(T)) =
T
)

=
~
S
=
=3
*

FM(TVT)) = f(M(T) U M(T")).
(17.2) (u') + (pdp) = (LogU') :
Con(T'UT), ~Con(T" UT) = (uapy f(T") O M(T) # 0, f(T") N f(T) =0 =
(M(T)— F(M(T))) # 0 = F(M(T)) = F(M(T)UM(T")) = F(M(TVT")). So
(17.3) and (16.3) are solved by Example 3.7 (3).
O

Example 3.7
(1) (1 =) without (udp) does not imply (RatM =) :

Take {p; : i € w} and put m :=m Api the model which makes all p; true, in the top layer,
all the other in the bottom layer. Let m’ # m, T' := 0, T := Th(m,m’). Then Then

T =T, so Con(T',T), T = Th(m), TUT =T.

So (RatM =) fails, but (1 =) holds in all ranked structures.

(2) (nRatM) without (udp) does not imply (RatM):

Take {p; : i € w} and let m := A p,» the model which makes all p; true.

Let X := M(—py) U {m} be the top layer, put the rest of M, in the bottom layer. Let
Y := M. The structure is ranked, as shown in Fact 4.11, (uRatM) holds.

Let T":= (), T := T'h(X). We have to show that Con(T, T), T+ T, but ?_U TZT.T
=Th(M(py) —{m}) =D0. T = {—po} VTh(m), T =T. So Con(T, T’) M(T") = M(po),
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M(T) =X, M(T'UT) = M(T') N M(T) = {m}, m = p1, so py € T'UT, but X } p,.
(3) This example shows that we need (udp) to go from (uU) to (LogU) and from (uU') to
(Logl)').

Let v(£) :=={p,q} U{p; : i < w}. Let m make all variables true.

Put all models of —=p, and m, in the upper layer, all other models in the lower layer. This is
ranked, so by Fact 4.11 (uU) and (uU') hold. Set X := M(=q)U{m}, X' := M(q) —{m},
T :=Th(X)= =gV Th(m), T':= Th(X') =q. Then T = pA—q, T' = pAq. We have
Con(T',T), ~Con(T",T). Bt TVT' =p#T =pA—q and Con(T VT, T"), so (LogU)
and (LogU') fail.

O

Fact 3.9
(CUT) # (PR)

Proof
We give two proofs:

(1) If (CUT) = (PR), then by (uPR) = (by Fact 3.6 (3)) (uCUT) = (by Proposition
3.8(7.2) (CUT) = (PR) we would have a proof of (uPR) = (PR) without (udp), which
is impossible, as shown by Example 4.2.

(2) Reconsider Example 3.3, and say a = pAgq, b |=EpA—q, c|=—pAgq. It is shown there
that (uCUDM) holds, so (uCUT) holds, so by Proposition 3.8 (7.2) (CUT) holds, if we
define T := Th(f(M(T)).Set T :={pV(-pAq)}, T :=={p},then TUT" = T = {p A —q},
T=T,TUT =T = {p}, so (PR) fails.

O
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4  Preferential structures

4.1 General and smooth preferential structures
4.1.1 Definitions and basics

Definition 4.1

Fix U # 0, and consider arbitrary X. Note that this X has not necessarily anything to
do with U, or U below. Thus, the functions s below are in principle functions from V'
to V' - where V is the set theoretical universe we work in.

(A) Preferential models or structures.
(1) The version without copies:

A pair M :=< U, <> with U an arbitrary set, and < an arbitrary binary relation is called
a preferential model or structure.

(2) The version with copies:

A pair M :=< U, <> with i an arbitrary set of pairs, and < an arbitrary binary relation
is called a preferential model or structure.

If <x,i>€ U, then x is intended to be an element of U, and 7 the index of the copy.

We sometimes also need copies of the relation <, we will then replace < by one or several
arrows « attacking non-minimal elements, e.g. x < y will be written a : * — y, <
x,1 >=<<y,1 > will be written o :< x,7 >—< y,7 >, and finally we might have < a, k >:
r—yand < a,k >:<x,i >—><y,i >, etc.

(B) Minimal elements, the functions p

(1) The version without copies:

Let M :=< U, <>, and define

pm(X) ={reX:2ecUAN -T2 e XNU2 <z}

pam(X) is called the set of minimal elements of X (in M).

(2) The version with copies:

Let M :=< U, <> be as above. Define

Um(X) ={re X I<pi>eU-T<, i/ >cU(@ € X N <2,i >'<<x,i>)}.

Again, by abuse of language, we say that pa(X) is the set of minimal elements of X in
the structure. If the context is clear, we will also write just u.

We sometimes say that < x,7 > “kills” or “minimizes” < y,7 > if < x,i ><<y,7 > . By
abuse of language we also say a set X kills or minimizes a set Y if for all < y,j >€ U,
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yeYthereis<uzi>celd,re X st <x,i><<vy,j>.

M is also called injective or 1-copy, iff there is always at most one copy < x,¢ > for each
x. Note that the existence of copies corresponds to a non-injective labelling function - as
is often used in nonclassical logic, e.g. modal logic.

We say that M is transitive, irreflexive, etc., iff < is.

Note that (X)) might well be empty, even if X is not.

Definition 4.2

We define the consequence relation of a preferential structure for a given propositional
language L.

(A)

(1) If m is a classical model of a language £, we say by abuse of language
<m,i > ¢ iff m = ¢,

and if X is a set of such pairs, that

X E¢iff forall <m,i>e X m [ ¢.

(2) If M is a preferential structure, and X is a set of £L—models for a classical propositional
language L, or a set of pairs < m, i >, where the m are such models, we call M a classical
preferential structure or model.

(B)
Validity in a preferential structure, or the semantical consequence relation defined by such
a structure:

Let M be as above.

We define:

T bt 6 jua( M(T)) = 6, L. juna( M(T)) € M(6).

M will be called definability preserving iff for all X € D, um(X) € Dy.

As pipg is defined on D/, but need by no means always result in some new definable set,
this is (and reveals itself as a quite strong) additional property.

Example 4.1

This simple example illustrates the importance of copies. Such examples seem to have
appeared for the first time in print in [KLM90], but can probably be attibuted to folklore.

Consider the propositional language L of two propositional variables p, ¢, and the classical
preferential model M defined by
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mpEpAg M EpAg my = pAgq, ms |E —pA—g, with mg < m, mg <m’, and let =
be its consequence relation. (m and m’ are logically identical.)

Obviously, Th(m)V{=-p} Em —p, but there is no complete theory 7" s.t. Th(m)VT' =um
—p. (If there were one, 7" would correspond to m, mgy, mg, or the missing my = p A —q,
but we need two models to kill all copies of m.) On the other hand, if there were just one
copy of m, then one other model, i.e. a complete theory would suffice. More formally, if
we admit at most one copy of each model in a structure M, m & T, and Th(m)VT = ¢
for some ¢ s.t. m = —¢ - i.e. m is not minimal in the models of Th(m) V T - then there
is a complete 7" with 7" = T and Th(m) Vv T" E=um ¢, i.e. there is m” with m” =T and
m’ <m. O

Definition 4.3
Let Y C P(U). (In applications to logic, Y will be D,.)

A preferential structure M is called Y—smooth iff in every X € ) every element z € X
is either minimal in X or above an element, which is minimal in X. More precisely:

(1) The version without copies:
If z € X € Y, then either € pu(X) or there is 2’ € u(X).2’ < x.
(2) The version with copies:

Ifxe X €)Y, and < z,7 >€ U, then either thereisno < 2/,7 >e U, 2’ € X, < 2',i ><<
x,i>orthereis < 2/,i >e U, < 2',i' ><< x,i >, 2/ € X, s.t. thereisno < 2”,i" >e U,
2 e X, with < 2”,i" ><< a2/, 7" > .

When considering the models of a language £, M will be called smooth iff it is
D ,—smooth; D, is the default.

Obviously, the richer the set ) is, the stronger the condition ))—smoothness will be.
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4.1.2 Representation

The following table summarizes representation by general or smooth preferential struc-
tures. The implications on the right are shown in Proposition 3.8 (going via the
pu—functions), those on the left are shown in the respective representation theorems.

p— function Pref.Structure Logic
(r C)+ (LPR) <= general = (udp) (LLE) 4 (RW) + (SC) + (PR)
Fact 4.1
= =

Proposition 4.3

# without (udp)

Example 4.2
(2 ©) + (WPR) P transitive = (udp) (LLE) + (RW) + (SC) + (PR)
Fact 4.1
= =

Proposition 4.4

% without (udp)

Example 4.2
(r ©) + (WPR) + (uCUM) <= smooth = (udp) (LLE) 4+ (RW) + (SC) + (PR)+
Fact 4.2 (CUM)
= (V) <= ()

Proposition 4.5

% without (udp)

Example 4.2
(z ©) + (WPR) + (uCUM) P smooth+transitive = (udp) (LLE) 4+ (RW) + (SC) + (PR)+
Fact 4.2 (CUM)
=) <)

Proposition 4.6

# without (udp)

Example 4.2

Fact 4.1
(u €) and (pPR) hold in all preferential structures.

Proof
Trivial. The central argument is: if z,y € X C Y, and z < y in X, then also z < y in Y.
O

Fact 4.2
(n Q), (uPR), and (uCUM) hold in all smooth preferential structures.

Proof

By Fact 4.1, we only have to show (uCUM). By Fact 3.6, (unCUT) follows from (uPR),
so it remains to show (uCM). So suppose u(X) C Y C X, we have to show p(Y) C p(X).
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Let x € X — p(X), so there is 2’ € X, 2’ < x, by smoothness, there must be z” € pu(X),
2 <x,sox” €Y, and x € p(Y'). The proof for the case with copies is analogous.

Example 4.2
This example was first given in [Sch92]. It shows that condition (PR) may fail in prefer-

ential structures which are not definability preserving.

Let v(L) := {p; : i € w}, n,n’ € M, be defined by n = {p; : i € w}, n' = {—po} U{p; :
0<i<w}.

Let M :=< M, <> where only n < n’, i.e. just two models are comparable. Note that
the structure is transitive and smooth. Thus, by Fact 4.2 (1 C), (uPR), (uCUM) hold.
Let p := pa, and v be defined as usual by p.

Set T := 0, 7" :== {p; : 0 < i < w}. We have My = M, f(Mr) = M, — {n'},
Mz = {n,n'}, f(Mr) = {n}. So by the result of Example 3.1, f is not definabil-
ity preserving, and, furthermore, T = T, T" = {p;:i<w}, so pyp € TUT’, but
TUT = TUT =T, sopy € TUT', contradicting (PR), which holds in all defin-
ability preserving preferential structures O

Proposition 4.3

Let p:Y — P(U) satisty (u C) and (uPR). Then there is a preferential structure X s.t.
M= Hx-

Proposition 4.4

Let u : Y — P(U) satisty (un C) and (uPR). Then there is a transitive preferential
structure X' s.t. p = px.

Proposition 4.5
Let p: Y — P(U) satisty (u C), (uPR), and (uCUM), and the domain Y (U).

Then there is a J—smooth preferential structure X s.t. pu = puy.

Proposition 4.6
Let p: Y — P(U) satisty (u C), (uPR), and (uCUM), and the domain Y (U).

Then there is a transitive }—smooth preferential structure X s.t. u = py.
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4.2 Ranked structures

4.2.1 Definitions and basics

Fact 4.7

Let < be an irreflexive, binary relation on X, then the following two conditions are
equivalent:

(1) There is 2 and an irreflexive, total, binary relation <’ on Q and a function f : X — )
st. x <y« f(x) < f(y) forall x,y € X.

(2) Let z,y,z € X and 1y wrt. < (i.e. neither x < y nor y < x), then z <z — 2z <y
and x <z =y < 2.

|

Definition 4.4

We call an irreflexive, binary relation < on X, which satisfies (1) (equivalently (2)) of
Fact 4.7, ranked. By abuse of language, we also call a preferential structure < X, <>
ranked, iff < is.

Fact 4.8

M(T) — M(T") is normally not definable.

In the presence of (=) and (u C), f(Y)N(X — f(X)) # 0 is equivalent to f(Y)NX # ()
and f(Y) N f(X) =

Proof
fY)N(X = f(X) = (fY)NnX) = (f(Y) N f(X)).
"iLet fY)NX #0, fY)NFX) =0, 50 f(Y)N(X = f(X)) #
)

“=7: Suppose f(Y)N (X—f(X ) # 0,50 f(Y)NX # 0. Suppose f(Y ) ( ) # 0,
(1) FY)NXNY #1050 by (4 =) F(¥)NXAY = f(XY), and [(X)NX Y 2
by (n=) f(X)NXNY = f(XNY),so f(X)NY = f(Y)NX and f(Y)N(X - f(X))

|

||®Q

by
SO
0.

Fact 4.9

If < on X is ranked, and free of cycles, then < is transitive.
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Proof

Let x <y < z. I[f z 12, then y > z, resulting in a cycle of length 2. If 2z < x, then we have
a cycle of length 3. So z < z. O

Remark 4.10

Note that (u =) is very close to (RatM) : (RatM) says: a (3, a )b =y = a Ay~ [.
Or, f(A) C B, f(AANC #0 — f(ANC) C B for all A, B,C. This is not quite, but
almost: f(ANC) C f(A) N C (it depends how many B there are, if f(A) is some such
B, the fit is perfect).

Fact 4.11

In all ranked structures, (1 ©), (1 =), (uPR), (0 =), (1 []), (pV), (W), (1 €), (nRatM)
will hold, if the corresponding closure conditions are satisfied.

Proof:
(u €) and (pPR) hold in all preferential structures.
(u =) and (pu =) are trivial.

(uU) and (pU') @ All minimal copies of elements in f(Y) have the same rank. If some
y € f(Y) has all its minimal copies killed by an element x € X, by rankedness, z kills the
rest, too.

(€)1 f({a}) =0, we are done. Take the minimal copies of a in {a}, they are all killed
by one element in X.

(u|]) : Case f(X) =0 :If below every copy of y € Y there is a copy of some = € X, then
f(XUY) =0. Otherwise f(X UY) = f(Y). Suppose now f(X) # 0, f(Y) # (), then the
minimal ranks decide: if they are equal, f(X UY) = f(X)U f(Y), etc.

(uRatM) : Let X C Y,y € XN f(Y) # 0, x € f(X). By rankedness, y < x, or y_Lz,
y < x is impossible, as y € X, so yLz, and x € f(Y).

O

34



hal-00311941, version 1 - 22 Aug 2008

4.2.2 Representation

Definition 4.5

Let Z =< X, <> be a preferential structure. Call Z 1 — oo over Z, iff for all © € Z there
are exactly one or infinitely many copies of x, i.e. forallz € Z {u € X : u =< z,i > for
some 7} has cardinality 1 or > w.

Lemma 4.12

Let Z =< X, <> be a preferential structure and f : Y — P(Z) with Y C P(Z) be
represented by Z, ie. for X € Y f(X) = pz(X), and Z be ranked and free of cycles.
Then there is a structure Z’, 1 —o0o over Z, ranked and free of cycles, which also represents

f.

Proof
We construct 2/ =< X/, <'> .

Let A := {z € Z: there is some < z,i >€ X, but for all < x,i >€ X thereis < z,j >€ X
with < z,j ><< z,i >},

let B :={x € Z: there is some < z,i >€ X, s.t. forno < z,j >€ X < x,j ><< x,i >},
let C:={x € Z: there is no < z,i > X'}.

Let ¢; : © < k be an enumeration of C. We introduce for each such ¢; w many copies
< ¢,n > n < winto X', put all < ¢,n > above all elements in X', and order the
< ¢,n>by <c¢,n><'<cr,n > (i=14¢and n >n')ori> . Thus, all < ¢;,n >
are comparable.

If a € A, then there are infinitely many copies of a in X', as X was cycle-free, we put them
all into X’. If b € B, we choose exactly one such minimal element < b,m > (i.e. there is
no < b,n ><< b;m >) into X', and omit all other elements. (For definiteness, assume
in all applications m = 0.) For all elements from A and B, we take the restriction of the
order < of X. This is the new structure Z’.

Obviously, adding the < ¢;, n > does not introduce cycles, irreflexivity and rankedness are
preserved. Moreover, any substructure of a cycle-free, irreflexive, ranked structure also
has these properties, so Z’ is 1 — oo over Z, ranked and free of cycles.

We show that Z and Z’ are equivalent. Let then X C Z, we have to prove u(X) = p/(X)
(= pz, p' == pz).

Let z € X —pu(X). If z€ Corze A, then z ¢ p/(X). If z € B, let < z,m > be the
chosen element. As z & pu(X), there is x € X s.t. some < z,j ><< z,m > . z cannot be
in C. If v € A, then also < z,j ><'< z,m >. If x € B, then there is some < z,k > also
in X'. < x,j ><<x,k >is impossible. If < 2,k ><< x,j >, then < z,m >>< z,k >
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by transitivity. If < x,k > L < x,j >, then also < z, m >>< x,k > by rankedness. In
any case, < z,m >>'< x,k >, and thus z ¢ p/(X).

Let 2z € X —p/(X). If 2z € Cor z € A, then z ¢ p(X). Let z € B, and some
< x,j ><'< z;m > . x cannot be in C, as they were sorted on top, so < x,j > ex-
ists in X too and < x,7 ><< z,m > . But if any other < z,7 > is also minimal in Z
among the < z, k >, then by rankedness also < z,j ><< z,i >, as < 2,1 > 1L < z,m >,

so z ¢ p(X). O

Proposition 4.13
The first result applies for structures without copies of elements.

(1) Let Y € P(U) be closed under finite unions. Then (u C), (), (u =) characterize
ranked structures for which for all X € ¥ X # 0 — u(X) # 0 hold, ie. (u C), (ud),
(1 =) hold in such structures for p., and if they hold for some p, we can find a ranked
relation < on U s.t. u = pu~. Moreover, the structure can be choosen Y—smooth.

(2) Let Y € P(U) be closed under finite unions, and contain singletons. Then (u C),
(udfin), (u =), (1 €) characterize ranked structures for which for all finite X € Y X # ()
— p<(X) # 0 hold, i.e. (uC), (udfin), (n =), (u €) hold in such structures for p., and
if they hold for some u, we can find a ranked relation < on U s.t. u = ..

Note that the prerequisites of (2) hold in particular in the case of ranked structures
without copies, where all elements of U are present in the structure - we need infinite
descending chains to have u(X) = 0 for X # 0.

Fact 4.14
(1 )+ (WPR)+ (1 =)+ () + (1 €) do not imply representation by a ranked structure.

Proof
See Example 4.3. O

Example 4.3

This example shows that the conditions (u C) + (uPR) + (n =) + (uU) + (1 €) can be
satisfied, and still representation by a ranked structure is impossible.

Consider u({a,b}) = 0, u({a}) = {a}, u({b}) = {B}. The conditions (1« )+ (uPR) + (1 =
)+ (uU) + (i €) hold trivially. This is representable, e.g. by a; = by = ay = by ... without

36



hal-00311941, version 1 - 22 Aug 2008

transitivity. (Note that rankedness implies transitivity, a < b < ¢, but not for a = ¢.) But
this cannot be represented by a ranked structure: As u({a}) # 0, there must be a copy a;
of minimal rank, likewise for b and some b;. If they have the same rank, u({a,b}) = {a, b},
otherwise it will be {a} or {b}.

|

Proposition 4.15

Let Y be closed under finite unions and contain singletons. Then (1 C) + (uPR) + (1 ||
) 4+ (pU) 4+ (p €) characterize ranked structures, where elements may appear in several
copies.
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5 Theory revision

5.1 AGM revision

All material in this Section 5.1 is due verbatim or in essence to AGM - AGM for Alchour-
ron, Gardenfors, Makinson, see e.g. [AGMS85].

Definition 5.1

We present in parallel the logical and the semantic (or purely algebraic) side. For the
latter, we work in some fixed universe U, and the intuition is U = M, X = M(K), etc.,
so, e.g. A € K becomes X C B, etc.

(For reasons of readability, we omit most caveats about definability.)
K, will denote the inconsistent theory.

We consider two functions, - and *, taking a deductively closed theory and a formula as
arguments, and returning a (deductively closed) theory on the logics side. The algebraic
counterparts work on definable model sets. It is obvious that (K —1), (K % 1), (K — 6),
(K % 6) have vacuously true counterparts on the semantical side. Note that K (X) will
never change, everything is relative to fixed K (X). K * ¢ is the result of revising K with
¢. K — ¢ is the result of subtracting enough from K to be able to add —¢ in a reasonable
way, called contraction.

Moreover, let <y be a relation on the formulas relative to a deductively closed theory K
on the formulas of £, and <y a relation on P(U) or a suitable subset of P(U) relative to
fixed X. When the context is clear, we simply write < . <y (<) is called a relation of
epistemic entrenchment for K (X).

The following table presents the “rationality postulates” for contraction (-), revision (x)
and epistemic entrenchment. In AGM tradition, K will be a deductively closed theory,
¢, formulas. Accordingly, X will be the set of models of a theory, A, B the model sets
of formulas.
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Contraction, K — ¢
(K—1) | K — ¢ is deductively closed
(K —2) K-9¢9CK (Xe2 XCXocA
(K —3) pegK=>K-¢p=K (X ©3) XZA=>X0A=X
(K —4) Fo=>0p&K—¢ (X o4 A#U=>XocAZA
(K —5) K C (K —9¢)U{¢} (X ©5) (XeANACX
(K-6) |Fopoyy=>=K—-9p=K—19¢
(K -1 (K—¢)N(K —1) C (Xoern X6 (AnB)C
K —(¢pN) (XeA)u(XeB)
(K —8) PEdK—(pNY) = (X ey Xo(ANB)Z A=
K—(pNY)CK—¢ X6ACXo(ANB)
Revision, K * ¢
(K x1) K * ¢ is deductively closed -
(K %2) peKx*¢ (X ]2) X|ACA
(K 3) Kx¢ C KU{o} (X |3) XNACX|A
(K *4) - & K = (X | 4) XNA#D=
KU{¢}CKx¢ X|ACXNA
(K %5) Kx¢p=K| =F-¢ (X |5) X|A=0=A=0
(K x6) Foop=Kxp=Kxq -
(K +7) K+ (o) C X7 (X [A)NBC
(K = ¢) U{v} X[(AnB)
(K +8) D EKp (X [9) (X [A)NB 0=
(K+9)U{Y} C K+ (¢ AY) X|(AnB)C(X|A)NB
Epistemic entrenchment
(EE1) <k is transitive (EET) <x is transitive
(EE2) pEY =<k (EE2) ACB=A<xB
(EE3) Vo, (EE3) VA, B
(p<g dANporp<gdAi) (A<x AnBor B<x ANB)
(EE4) K+#K, = (EE4) X#0=
(6 ¢ K iff Vb6 <y ¥) (X ¢ Aiff VB.A <y B)
(EE5) Vo <g ¢ =F ¢ (EE5) VB.B<x A= A=U
Remark 5.1

(1) Note that (X | 7) and (X | 8) express a central condition for ranked structures, see
Section 3.10: If we note X | . by fx(.), we then have: fx(A)NB # 0 = fx(ANB) =
fx(A)N B.
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(2) It is trivial to see that AGM revision cannot be defined by an individual distance
(see Definition 2.3.5 below): Suppose X | Y = {y € Y : 3z, € X(Vy € Yd(z,,y) <
d(zy,y'))}. Consider a, b, c. {a,b} | {b,c} = {b} by (X | 3) and (X | 4), so d(a,b) < d(a,c).
But on the other hand {a,c} | {b,c} = {c}, so d(a,b) > d(a,c), contradiction.

Proposition 5.2

Contraction, revision, and epistemic entrenchment are interdefinable by the following
equations, i.e., if the defining side has the respective properties, so will the defined side.

Kxg¢:=(K—=¢)U¢ X|A:=(X6CANA
K —¢:=Kn (K *-¢) XO0A:=XU(X|CA)
K—¢={beK:(d<xdVporra) XeA:{ A=
({B:XCBCUA<x AUB} otherwise
Fé A AB=U
$<kg ¢ or A<x B:=>{ or
¢ K—(pNY) Xoe(AnB)Z A

The idea of epistemic entrenchment is that ¢ is more entrenched than v (relative to K)
iff M (=) is closer to M(K) than M(—¢) is to M(K). In shorthand, the more we can
twiggle K without reaching —¢, the more ¢ is entrenched. Truth is maximally entrenched
- no twiggling whatever will reach falsity. The more ¢ is entrenched, the more we are
certain about it. Seen this way, the properties of epistemic entrenchment relations are
very natural (and trivial): As only the closest points of M(—¢) count (seen from M (K)),
¢ or ¢ will be as entrenched as ¢ A 1, and there is a logically strongest ¢’ which is as
entrenched as ¢ - this is just the sphere around M (K') with radius d(M(K), M (—¢)).
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5.2 Distance based revision
5.2.1 Definitions and basics

Definition 5.2
d:U x U — Z is called a pseudo-distance on U iff (d1) holds:
(d1) Z is totally ordered by a relation < .

If, in addition, Z has a < —smallest element 0, and (d2) holds, we say that d respects
identity:

(d2) d(a,b) =0 iff a = 0.

If, in addition, (d3) holds, then d is called symmetric:
(d3) d(a,b) = d(b,a).

(For any a,b € U.)

Note that we can force the triangle inequality to hold trivially (if we can choose the values
in the real numbers): It suffices to choose the values in the set {0} U [0.5,1], i.e. in the
interval from 0.5 to 1, or as 0.

Definition 5.3

We define the collective and the individual variant of choosing the closest elements in the

second operand by two operators, |, 1: P(U) x P(U) — P(U) :

Let d be a distance or pseudo-distance.

XY ={yeY dz, e XV’ e X,V € Y(d(z,,y) <d,y)}

(the collective variant, used in theory revision)

and

X1Y ={yeY :dr, e XV € Y(d(zy,y) <d(zy,y)}

(the individual variant, used for counterfactual conditionals and theory update).

Thus, A |4 B is the subset of B consisting of all b € B that are closest to A. Note that,
if A or B is infinite, A |; B may be empty, even if A and B are not empty. A condition
assuring nonemptiness will be imposed when necessary.

Definition 5.4

An operation |: P(U) x P(U) — P(U) is representable iff there is a pseudo-distance
d:U x U — Z such that

A|B=A|;B:={be B:da € AVd' € AVV € B(d(a,b) < d(a',1))}.
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The following is the central definition, it describes the way a revision #,4 is attached to a
pseudo-distance d on the set of models.

Definition 5.5
TxqT" = Th(M(T) |q M(T")).

x is called representable iff there is a pseudo-distance d on the set of models s.t. T xT" =
Th(M(T) |¢ M(T")).

5.2.2 Representation

Fact 5.3

A distance based revision satisfies the AGM postulates provided:
(1) it respects identity, i.e. d(a,a) < d(a,b) for all a # b,

(2) it satisfies a limit condition: minima exist,

(3) it is definability preserving.

(It is trivial to see that the first two are necessary, and Example 5.1 (2) below shows the
necessity of (3). In particular, (2) and (3) will hold for finite languages.)

Proof:

We use | to abbreviate |4 . As a matter of fact, we show slightly more, as we admit also
full theories on the right of .

(K *1), (K *2), (K x*6) hold by definition, (K % 3) and (K *4) as d respects identity,
(K % 5) by existence of minima.

It remains to show (K *7) and (K = 8), we do them together, and show: If T % T" is
consistent with 7", then T« (T" UT") = (T« T") U T".

Note that M(SUS’") = M(S)NM(S"), and that M (S *S") = M(S) | M(S’). (The latter
is only true if | is definability preserving.) By prerequisite, M (T = T") N M(T") # 0, so
(M(T) | M(T"))"M(T") # 0. Let A := M(T), B:= M(T"), C := M(T"). “ C"”: Let
be A|(BNC). By prerequisite, thereis ¥ € (A | B)NC. Thus d(A,b') > d(A,BNC) =
d(A,b). Asbe B,be A| B,but b € C, too. “27: Let ¥ € (A| B)NC. Thus
d(A V) =d(A,B) <d(A,BNC),soby b € BNCV € A| (BNC). We conclude M(T) |
(M(T') 0 M(T")) = (M(T) | M(T")) 0 M(T"), thus that T (T UT") = (T = T) UT".

O

42



hal-00311941, version 1 - 22 Aug 2008

Definition 5.6
For XY # 0, set Uy (X) :={z:d(X,2) <d(X,Y)}.

Fact 5.4

Let X,Y,Z # (). Then

M Uy(X)NZADif (X | (YUZ)NZ#0D,

2) Uy(X)NZ £0iff CZ <x CY - where <x is epistemic entrenchement relative to X.

Proof
(1) Trivial.

(2)CZ<xCY iff X6 (CZNCY)Z CZ X6 (CZNCY)=XU(X|C(CZNCY))
=XUX|(ZUY)).SoXe(CZNCY)ZCZ = (XUX |(ZuY)NZ+0) <
XNZ#4Qor (X|(ZUY)NZ 0 < d(X,Z) <dX,Y).

O

Condition 5.1
Let U # 0, Y C P(U) satisty (N), (U), 0 & V.
Let A, B, X; €Y, [: Y xY — P(U).

Let * be a revision function defined for arbitrary consistent theories on both sides. (This
is thus a slight extension of the AGM framework, as AGM work with formulas only on
the right of x.)

(xEquiv)
ET— S ET -8, =>T+«T' =55,
(xCCL)
T T’ is a consistent, deductively closed theory,
(] Suce) (xSucc)
A|BCB T CTx*T,
(] Con) (xCon)
ANB#0=A|B=ANB Con(TUT')=>T+«T' =TUT,
Intuitively, (] Loop) (xLoop)
Using symmetry
d(Xo,X1) < d(X1,X2), (X1 | (Xo UX2))N Xo #0, Con(To, Th * (To V T?)),
d(Xl,XQ) Sd(XQ,Xg), (X2 ‘ (Xl UXg))ﬂXl 75@, CO’n(Tl,TQ*(Tl \/T‘g,))7
d(X27X3) < d(Xg,X4) (X3 ‘ (X2 @]} X4)) N Xo # 0, COR(TQ,Tg * (T2 \Y T4))
d(Xk—th) Sd(X(),Xk) ()(;€ ‘ (Xk—l UXO))ka_l #@ Con(Tk—lka*(Tk—l \/T()))
= = =
d(Xle) Sd(Xonk)v (X() ‘ (Xk UX1))OX17£@ C’on(Tl,To*(Tk \/Tl))
i.e. transitivity, or absence of
loops involving <
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Proposition 5.5

The following connections between the logical and the algebraic side might be the most
interesting ones. We will consider in all cases also the variant with full theories.

Given * which respects logical equivalence, let M(T) | M(T") := M(T % T"), conversely,
given |, let T« T" := Th(M(T) | M(T")). We then have:

(11) [ (K*7) = (X17)
(1.2) « (pdp)
(1.3) <« B is the model set for some ¢
(1.4) #= in general
(2.1) | (xLoop) = (| Loop)
(2:2) < (pdp)
(2.3) < all X; are the model sets for some ¢;
(2.4) 4 in general
Proof
(1)

We consider the equivalence of T x (T"UT") C (T« T")UT" and (M(T) | M(T")) N
M(T") € M(T) | (M(T") " M(T")).
(1.1)

( (T) | M(T"))NM(T") = M(T+T")AM(T") = M((T*T")UT") C(ser) M (T+(T'UT"))

) |

M(T) [ M(T"UT") = M(T) | (M(T") " M(T")).

(1.2)

T(T'UT") =Th(M(T) | M(T'UT")) = Th(M(T) | (M(T")NM(T"))) S(xjry TR{(M(T) |
M(T")) N M(T"))) =(uapy Th(M(T) | M(T"))UT" = Th(M((T+T")UT" = (T * T") UT".
(1.3)

Let T” be equivalent to ¢”. We can then replace the use of (udp) in the proof of (1.2) by
Fact 3.3 (3).

(1.4)

By Example 5.1 (2), (K * 7) may fail, though (X | 7) holds.
(2.1) and (2.2):

COn(To, T1 * (TO V TQ)) = M(To) N M(Tl * (TO V TQ)) % @

M(Ty = (To v 1)) = M(Th(M(Ty) | M(Ty v T3))) = M(Th(M(Th) | (M(Ty) U M(13))))
(ZT(”)df; %Tl) | (M(T}) U (T2)), so Con(Ty, Ty * (Ty V Ti)) < M(Tyo) N (M(T1) | (M(To) U

Thus, all conditions translate one-to-one, and we use (| Loop) and (xLoop) to go back
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and forth.
(2.3):
Let A := M(Th(M(Ty) | (M(Ty) U M(T3)))), A" := M(Ty) | (M(Tp) U (1)), then we do

~~
not need A = A’, it suffices to have M(Ty) NA # 0 < M(To) N A #0. A= A" so we
can use Fact 3.5 (Cl N +), if Tj is equivalent to some ¢y.

This has to hold for all T;, so all T; have to be equivalent to some ¢;.
(2.4):

By Proposition 5.6, all distance defined | satisfy (| Loop). By Example 5.1 (1), (*Loop)
may fail.

O

The following Example 5.1 shows that, in general, a revision operation defined on models
via a pseudo-distance by T x T" := Th(M(T) |4 M(T")) might not satisfy (xLoop) or
(K *7), unless we require |4 to preserve definability.

Example 5.1
Consider an infinite propositional language L.

Let X be an infinite set of models, m, my, ms be models for £. Arrange the models of £
in the real plane s.t. all z € X have the same distance < 2 (in the real plane) from m,
ms has distance 2 from m, and m; has distance 3 from m.

Let T, Ty, T» be complete (consistent) theories, 7" a theory with infinitely many models,
M(T) ={m}, M(Ty) = {m1}, M(T2) = {ms}. The two variants diverge now slightly:

(1) M(T") = X U{my}. T.T", T, will be pairwise inconsistent.

(2) M(T") = X U{mq,ma}, M(T") = {mq, mz}.

Assume in both cases Th(X) =T’, so X will not be definable by a theory.
Now for the results:

Then M(T) | M(T") = X, but T« T' =Th(X)=T".

(1) We easily verify Con(T, Ty x (T'V T)), Con(Ts, T % (T2 V T1)), Con(T, Ty x (T'V T)),
Con(Ty, Tx(TyvT")), Con(T, T'+(TVT)), and conclude by Loop (i.e. (xLoop)) Con(Ty, T
(T" v Ty)), which is wrong.

(2) So T'* T" is consistent with 77, and (T'«T")UT” = T". But T"UT” = T", and
Tx(T'"UT") =Ty, #T", contradicting (K * 7).

|
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Proposition 5.6
Let U # (0, ¥ € P(U) be closed under finite N and finite U, § & V.

(a) | is representable by a symmetric pseudo-distance d : U x U — Z iff | satisfies (| Succ)
and (| Loop) in Conditions 5.1.

(b) | is representable by an identity respecting symmetric pseudo-distance d : U x U — Z
iff | satisfies (| Succ), (| Con), and (| Loop) in Conditions 5.1.

Proposition 5.7
Let £ be a propositional language.

(a) A revision operation * is representable by a symmetric consistency and definability
preserving pseudo-distance iff x satisfies (xEquiv), («xCCL), (xSucc), (xLoop).

(b) A revision operation * is representable by a symmetric consistency and definability
preserving, identity respecting pseudo-distance iff  satisfies (x Equiv), (xCCL), (xSucc),
(xCon), (xLoop).

Example 5.2

Note that even when the pseudo-distance is a real distance, the resulting revision operator
|a does not always permit to reconstruct the relations of the distances: revision is a coarse
instrument to investigate distances.

Distances with common start (or end, by symmetry) can always be compared by looking
at the result of revision:

a|q {b,b'} =biff d(a,b) < d(a,V),
alg b0y = iff d(a,b) > d(a, V),
alq {b,v'} = {b,v'} iff d(a,b) = d(a, V).

This is not the case with arbitrary distances d(z,y) and d(a, b), as this example will show.

We work in the real plane, with the standard distance, the angles have 120 degrees.

is closer to y than x is to y, a is closer to b than x is to y, but @' is farther away from
b’ than x is from y. Similarly for b,b’. But we cannot distinguish the situation {a, b, z,y}
and the situation {a’,¥', z,y} through |; . (See Diagram 5.1):

Seen from a, the distances are in that order: y, b, x.
Seen from d/, the distances are in that order: y, V', z.

Seen from b, the distances are in that order: vy, a, x.
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Seen from ', the distances are in that order: y,d’, z.
Seen from y, the distances are in that order: a/b, .
Seen from y, the distances are in that order: o' /¥, z.
Seen from x, the distances are in that order: y, a/b.
Seen from z, the distances are in that order: y,a’/b'.

Thus, any ¢ |4 C' will be the same in both situations (with a interchanged with o', b with
b'). The same holds for any X |; C where X has two elements.

Thus, any C' |; D will be the same in both situations, when we interchange a with a’, and
b with b'. So we cannot determine by |; whether d(z,y) > d(a,b) or not. O

)
S
N a
=)
>S5
<
o a
N
1
i
= L .
IS x y\ :c y
7
o
> b
=
S
i b/
—
™
o
S
= Indiscernible by revision

Diagram 5.1
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6 Size

Definition 6.1

A filter is an abstract notion of size, elements of a filter F(X) on X are called big subsets
of X, their complements are called small, and the rest have medium size. The dual applies

to ideals Z(X), this is justified by the trivial fact that {X — A : A € F(X)} is an ideal iff
F(X) is a filter.

In both definitions, the first two conditions (i.e. (FAll), (I(), and (F 1), (I ])) should
hold if the notions shall have anything to do with usual intuition, and there are reasons
to consider only the weaker, less idealistic, version of the third.

At the same time, we introduce in rough parallel coherence conditions which describe
what might happen when we change the reference or base set X. (R T) is very natural,
(R |) is more daring, and (R |]) even more so. (R U disj) is a cautious combination of
(R 1) and (RU), as we avoid using the same big set several times in comparison, so (RU)
is used more cautiously here. See Remark 6.1 for more details.

Finally, we give a generalized first order quantifier corresponding to a (weak) filter. The
precise connection is formulated in Definition 6.2, Definition 6.3, Definition 6.4, and
Proposition 6.4, respectively their relativized versions.

Fix now a base set X # ().

A (weak) filter on or over X is a set F(X) C P(X), s.t. (FAL), (F 1), (FN) ((FAl),
(F' 1), (FrY) respectively) hold.

A filter is called a principal filter iff there is X' C X st. F={A: X' C A C X}.
A filter is called an ultrafilter iff for all X’ C X X' € F(X) or X — X' € F(X).

A (weak) ideal on or over X is a set Z(X) C P(X), s.t. (I0), (I ]), (IV) ((10), (I ]),
(IU') respectively) hold.

Finally, we set M(X) ={AC X : A¢T(X), A¢ F(X)}, the “medium size” sets, and
MT(X) = M(X)U F(X), M (X) is the set of subsets of X, which are not small, i.e.

have medium or large size.

For (R ]) and (R ||) closure under set difference is assumed in the following table.
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Optimum

(FAl (10)
X e F(X) 0 eZ(X) Vap(x) — Vao(x)
Improvement
) 7D &)
ACBCX, ACBCX, X CY = I(X) CI(Y) Vad(z)A
Ac F(X) = BeI(X)= Va(p(x) — P(x)) —
B e F(X) AeI(X) Vaip(x)
Adding small sets
(F1N) (1V) (R 1)
ABeF(X)=> | ABeI(X)= A,BeI(X)= Va(x) A Va(z) —
ANBe F(X AUuBeI(X A—-BeI(X-B) Va(o(x) A(x))
or:
Ae F(X), BeI(X) =
A—Be F(X-B)
Cautious addition
(FnY) (1) (RUdisyj)
A BeF(X)= A BeI(X)= AeI(X),BeZ(Y), XNY =0 = | Vag(z) —» ~Vap(x)
ANB # 0. AUB # X. AUBeZI(XUY) and Vxé(z) — Jzo(z)
Bold addition
Ultrafilter (Dual of) Ultrafilter (R1])
AeI(X),Bg€F(X)= -Vzp(x) — Va—o(z)
A-BeI(X - B)
or:
Ae F(X), B¢ F(X) =
A—Be F(X-B)
or:
Ae MT(X), X e MT(Y) =
A € MT(Y) - Transitivity of M*

These notions are related to nonmonotonic logics as follows:

We can say that, normally, ¢ implies v iff in a big subset of all ¢—cases, ¥ holds. In
preferential terms, ¢ implies ¢ iff 1) holds in all minimal ¢—models. If p is the model
choice function of a preferential structure, i.e. () is the set of minimal ¢—models, then
(@) will be a (the smallest) big subset of the set of ¢p—models, and the filter over the
¢—models is the pricipal filter generated by ().

Due to the finite intersection property, filters and ideals work well with logics: If ¢ holds
normally, as it holds in a big subset, and so does ¢', then ¢ A ¢’ will normally hold, too, as
the intersection of two big subsets is big again. This is a nice property, but not justified
in all situations, consider e.g. simple counting of a finite subset. (The question has a
name, “lottery paradox”: normally no single participant wins, but someone wins in the
end.) This motivates the weak versions.

Normality defined by (weak or not) filters is a local concept: the filter defined on X and
the one defined on X’ might be totally independent.

Seen more abstractly, set properties like e.g. (R T) allow the transfer of big (or small)
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subsets from one to another base set (and the conclusions drawn on this basis), and we
call them “coherence properties”. They are very important, not only for working with a
logic which respects them, but also for soundness and completeness questions, often they
are at the core of such problems.

Remark 6.1

(R 1) corresponds to (I |) and (F' T) : If Aissmall in X C Y, then it will a fortiori be
small in the bigger Y.

(R |) says that diminishing base sets by a small amount will keep small subsets small.
This goes in the wrong direction, so we have to be careful. We cannot diminish arbitrarily,
e.g., if A is a small subset of B, A should not be a small subset of B — (B — A) = A. It
still seems quite safe, if “small” is a robust notion, i.e. defined in an abstract way, and
not anew for each set, and, if “small” is sufficiently far from “big”, as, for example in a
filter.

There is, however, an important conceptual distinction to make here. Filters express
“size” in an abstract way, in the context of nonmonotonic logics, o |~ 3 iff the set of
a A = is small in «. But here, we were interested in “small” changes in the reference
set X (or a in our example). So we have two quite different uses of “size”, one for
nonmonotonic logics, abstractly expressed by a filter, the other for coherence conditions.
It is possible, but not necessary, to consider both essentially the same notions. But we
should not forget that we have two conceptually different uses of size here.

(R ||) is obviously a stronger variant of (R |).
It and its strength is perhaps best understood as transitivity of the relation ”. € M*(.)".

Now, (in comparison to (R |)) A’ can be a medium size subset of B. As a matter of fact,
(R |]) is a very big strengthening of (R |) : Consider a principal filter F := {X C B :
B' C X}, be B'. Then {b} has at least medium size, so any small set A C B is smaller
than {b} - and this is, of course, just rankedness. If we only have (R |), then we need the
whole generating set B’ to see that A is small. This is the strong substitution property
of rankedness: any b as above will show that A is small.

The more we see size as an abstract notion, and the more we see “small” different from
“big” (or “medium” ), the more we can go from one base set to another and find the same
sizes - the more we have coherence when we reason with small and big subsets. (R |)
works with iterated use of “small”, just as do filters, but not weak filters. So it is not
surprising that weak filters and (R |) do not cooperate well: Let A, B, C' be small subsets
of X - pairwise disjoint, and AU B U C = X, this is possible. By (R |) B and C will be
small in X — A, so again by (R |) C will be small in (X —A) — B = C, but this is absurd.

If we think that filters are too strong, but we still want some coherence, i.e. abstract size,
we can consider (R U disj) : If A is a small subset of B, and A’ of B, and B and B’
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are disjoint, then A U A’ is a small subset of B U B’. It expresses a uniform approach to
size, or distributivity, if you like. It holds, e.g. when we consider a set to be small iff it is
smaller than a certain fraction. The important point is here that by disjointness, the big
subsets do not get “used up”. (This property generalizes in a straightforward way to the
infinite case.)

Fact 6.2

The two versions of (R |) and the three versions of (R ||) are each equivalent. For the
third version of (R ||) we use (I |).

Proof
For ABCX,(X—-B)—((X—-—A)—-B)=A-B.

“=" Let Ae F(X), BeI(X),s0X —AeI(X),so by prerequisite (X — A) — B €
T(X-B),s0 A— B=(X — B)— (X — A) — B) € F(X—B).

“<": Let A,BeI(X),s0 X — A€ F(X),so by prerequisite (X — A) — B € F(X—B),
so A-B=(X—-B)—((X—A)—-B) eZ(X-B).

The proof for (R ||) is the same for the first two cases.

It remains to show equivalence with the last one. We assume closure under set difference
and union.

1) = (3):

Suppose A € MT(Y), but X € M (Y), we show A g MT(X). So Ae€Z(Y),Y — X &
FY),s0 A=A—- (Y -X)eZ(Y — (Y - X)) =Z(X).

3)=(1):

Suppose A — B ¢ Z(X—B), B ¢ F(X), we show A € Z(X). By prerequisite A — B €
MFT(X-B),X—B e M"(X),s0 A—B € MT(X),s0oby (I |)Ae M"(X),s0A&I(X).

O

Fact 6.3

If f(X) is the smallest A s.t. A € F(X), then, given the property on the left, the one on
the right follows.

Conversely, when we define F(X) := {X’: f(X) C X' C X}, given the property on the
right, the one on the left follows. For this direction, we assume that we can use the full
powerset of some base set U - as is the case for the model sets of a finite language. This is
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perhaps not too bold, as we mainly want to stress here the intuitive connections, without
putting too much weight on definability questions.

i) | (®D [= | (uwOR)
(1.2) =

@1) | (RO +0U) |= | OR)
(2.2) =

B | (RD+UY) | = (nPR)
(3.2) =

(4.1) (RUdisy) = | (udisjOR)
(4.2) =

(5.1) R | = | WCM)
(5.2) <=

61 | ([®I) [ = | (uRath)
(6.2) =

Proof

(1.1) (R7) = (nwOR) :

X — f(X) issmall in X, so it is small in X UY by (R 1),s0 A:= X UY — (X — f(X)) €
F(XUY), but AC f(X)UY, and f(X UY) is the smallest element of F(X UY).

(1.2) (uwOR) = (R 1) :

Let X CY, X' :=Y-X. Let A € I(X),s0 X — A € F(X), so f(X) C X—A, so
f(XUX')C f(X)UX' C (X —A)UX' by prerequisite, so (XUX')— (X -—A)UX') =
AeT(XUX).

(2.1) (R7)+ ({U) = (LOR) :

X — f(X)issmall in X, Y — f(Y) is small in Y, so both are small in X UY by (R 1), so
A= (X—-f(X)UY —=f(Y))issmall in XUY by ({U), but XUY —(f(X)Uf(Y)) C A
so f(X)Uf(Y) € F(XUY), so, as f(X UY) is the smallest element of F(X UY),
FIXUY) C f(X)Uf(Y).

(2.2) (LOR) = (R 1)+ (1U) :

Let again X C Y, X' :=Y-X. Let A € Z(X),s0 X — A € F(X), so f(X) C X—A.
F(X)C X' so f(XUX') C f(X)Uf(X') C (X —A)UX' by prerequisite, so (X UX') —
(X—AUX)=AeI(XUX).

(1U) holds by definition.

(3.1) (R1)+ ({U) = (uPR) :

Let X CY. Y — f(Y) is the largest element of Z(Y), X — f(X) € Z(X) CZ(Y) by (R T)
so (X — f(X)U(Y —f(Y)) € Z(Y) by (IU), so by “largest” X — f(X) CY — f(Y), s
fY)NX C f(X).

(3.2) (uPR) = (R 1)+ (1)
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Let again X C Y, X' :=Y-X. Let A€ Z(X),s0 X — A € F(X),so f(X) C X—A, so by
prerequisite f(Y)NX C X—A,;so f(Y)C X' U(X—-A),so (XUX')—(X'UX—-A4)) =
AceZ(Y).

Again, (IU) holds by definition.

(4.1) (RUdisj) = (udisjOR) :

If XNY =0, then (1) A € T(X), B € I(Y) = AUB € T(XUY) and (2) A € F(X),B €
F(Y)= AUB € F(XUY) are equivalent. (By XNY =0, (X —A)U(Y —-B) = (XUY)—
(AUB).) So f(X) € F(X), f(Y) € F(Y) = (by prerequisite) f(X)U f(Y) € F(XUY).
f(X UY) is the smallest element of F(X UY),so f(XUY) C f(X)U f(Y).

(4.2) (udisjOR) = (R Udisj) :

Let X CY, X' := Y -X. Let A € T(X), A € T(X'), 50 X — A € F(X), X' — A' € F(X),
so f(X)CX—A, f(X)CX' —A'so f(XUX')C f(X)UF(X)C(X—-A)U(X -4
by prerequisite, so (X UX') — (X —A)U(X' - A)) =AUl e I(XUX').

(5.1) (R 1) = (uCM) :

FIX) €Y € X = X € I(X), X = [(X) €I(X) Sy 1= (X~ (X
IV) =Y -A=[(X)-(X=Y) e F(Y) = f(YV) C J(X) - (X )Q
(5:2) (OM) = (R 1)

Let Ae F(X),BeZ(X),so f(X)CX
Ae F(X), f(X)C A,so f(X—B) C f(X
(6.1) (R]]) = (pRatM) :

Let X CY, XNfY)#0 Y —-X e FY), then A := (Y —X)N f(Y) € F(Y),
but by X N f(Y) # 0 A C f(Y), contradicting “smallest” of f(Y). So Y — X & F(Y),
and by (R []) X = f(YV) = (Y = f(V)) = (Y = X) € Z(X), so X N f(Y) € F(X), s0
JX)cry)ynx

(6.2) (nRatM) = (R |1)

Let Ac F(Y),BEZFY).BgFY)=>Y -BgIY)= (Y —B) N f(Y) % 0. Set
X =Y-B,;soXNfY)#0, X CY,s0 f(X)C f(Y)NX by prerequisite. f(Y)C A=
F(X)C f(Y)NX = f(V)~ BC A-B.

O

—B C X, so by prerequisite f(X—B) C f(X). As
JC A

-
C AN(X—-B) = A-B,and A—B € F(X—B).

Definition 6.2

Augment the language of first order logic by the new quantifier: If ¢ and ¢ are formulas,
then so are Vao(z), Vao(z) : ¢(z), for any variable x. The:-versions are the restricted
variants. We call any formula of £, possibly containing V a V — L—formula.
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Definition 6.3
(N —Model)

Let £ be a first order language, and M be a L—structure. Let N (M) be a weak filter, or

N —system - N for normal - over M. Define < M, N (M) > |= ¢ for any V — L—formula
inductively as usual, with one additional induction step:

< M,N(M) > | Vao(zx) iff there is A € N(M) sit. Ya e A (< M,N(M) > | ¢[a]).

Definition 6.4

Let any axiomatization of predicate calculus be given. Augment this with the axiom
schemata

(1) Vag(z) A Va(p(x) — (x)) — Vai(x),

(2) Vag(z) — =Va=g(z),

(3) Vag(x) — Vae(r) and Veo(r) — Jxo(z),

(4) Vzo(z) < Vyo(y) if © does not occur free in ¢(y) and y does not occur free in ¢(z).
(

Proposition 6.4

The axioms given in Definition 6.4 are sound and complete for the semantics of Definition
6.3

Definition 6.5

Call NT(M) =< N(N): N C M > a Nt — system or system of weak filters over M iff
for each N C M N(N) is a weak filter or N'—system over N. (It suffices to consider the
definable subsets of M.)

Definition 6.6

Let £ be a first order language, and M a L—structure. Let N (M) be a N — system
over M.

Define < M, Nt (M) > E ¢ for any formula inductively as usual, with the additional
induction steps:

1. < M\N*(M) > | Vag(z) iff there is A € N(M) s.t. Va € A (< M\NT(M) >
¢la)),

2. < M,Nt(M) > [ Vzo(z) : (x) iff there is A € N({x :< M\NT(M) > ¢(x)}) s.t.
Vae A (< M\NT(M) > E ¢[a]).
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Definition 6.7

Extend the logic of first order predicate calculus by adding the axiom schemata

E;() )a. Vzp(x) < Va(x = x) : ¢(x), b. Ve(o(x) < 7(x)) A Veo(z) : ¢(z) — Var(x) :
(2) Vad(z) : ¥(x) A Va(o(z) Ad(z) = I(x) — Vad(x) : I(z),

(3) Fzd(x) A Vao(z) : P(z) — ~Vad(z) : (),

(4) Va(o(z) — ¢(x)) — Vao(z) : (x) and Vag(z) : ¢(z) — [Frd(z) — Iz(o(x) Ap(2))],
(5) Vao(x) : ¢(x) < Vyd(y) : ¥(y) (under the usual caveat for substitution).

(for all ¢, 9, ¥, o, 7).

Proposition 6.5

The axioms of Definition 6.7 are sound and complete for the Nt — semantics of V as
defined in Definition 6.6.
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