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Abstract. The development of interfaces has been a technology-driven process. However, the newly developed multimodal 

interfaces are using recognition-based technologies that must interpret human-speech, gesture, gaze, movement patterns, and 

other behavioral cues. As a result, the interface design requires a human-centered approach. In this paper we review the major 

approaches to multimodal Human Computer Interaction, giving an overview of the user and task modeling, and of the multi-

modal fusion. We highlight the challenges, open issues, and the future trends in multimodal interfaces research. 
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1. Introduction 

In human-human interaction, interpreting the mix 

of audio-visual signals is essential in communicating. 

Researchers in many fields recognize this, and thanks 

to advances in the development of unimodal tech-

niques (in speech and audio processing, computer 

vision, etc.), and in hardware technologies (inexpen-

sive cameras and sensors), there has been a signifi-

cant growth in multimodal HCI research. Unlike tra-

ditional HCI applications (a single user facing a 

computer and interacting with it via a mouse or a 

keyboard), in the new applications (e.g., intelligent 

homes [41], remote collaboration, arts, etc.), interac-

tions are not always explicit commands, and often 

involve multiple users. This is due in part to the re-

markable progress in the last few years in computer 

processor speed, memory, and storage capabilities, 

matched by the availability of many new input and 

output devices that are making ubiquitous computing 

[77] a reality. Devices include phones, embedded 

systems, PDAs, laptops, wall size displays, and many 

others. The wide range of computing devices avail-

able, with differing computational power and in-

put/output capabilities, means that the future of com-

puting is likely to include novel ways of interaction 

(e.g., using gestures [59], speech [62], haptics [3],  

 

eye blinks [23], and many others). Glove mounted 

devices [8] and graspable user interfaces [20], for 

example, seem now ripe for exploration. Pointing 

devices with haptic feedback, eye tracking, and gaze 

detection [27] are also currently emerging. As in hu-

man-human communication, however, effective 

communication is likely to take place when different 

input devices are used in combination. 

Multimodal interfaces have been shown to have 

many advantages [12]: they prevent errors, bring 

robustness to the interface, help the user to correct 

errors or recover from them more easily, bring more 

bandwidth to the communication, and add alternative 

communication methods to different situations and 

environments. Disambiguation of error-prone mo-

dalities using multimodal interfaces is one important 

motivation for the use of multiple modalities in many 

systems. As shown by Oviatt [48], error-prone tech-

nologies can compensate each other, rather than 

bring redundancy to the interface and reduce the need 

for error correction. It should be noted, however, that 

multiple modalities alone do not bring benefits to the 

interface: the use of multiple modalities may be inef-

fective or even disadvantageous. In this context, 

Oviatt [49] has presented the common misconcep-

tions (myths) of multimodal interfaces, most of them 

related to the use of speech as an input modality.  
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Extensive surveys have been previously published 

in several related areas such as face detection [24,78], 

face recognition [80], facial expression analysis 

[19,56], vocal emotion [43,46], gesture recognition 

[38,59,71], human motion analysis [18,22,26,42,76], 

audio-visual automatic speech recognition [62], and 

eye tracking [13,16]. Reviews of vision-based HCI 

are presented in [61] and [30] with a focus on head 

tracking, face and facial expression recognition [58], 

eye tracking, and gesture recognition. Adaptive and 

intelligent HCI is discussed in [15] with a review of 

computer vision for human motion analysis, and a 

discussion of techniques for lower arm movement 

detection, face processing, and gaze analysis. Multi-

modal interfaces are discussed in [45,51–53,60,63,65, 

69]. Real-time vision for HCI (gestures, object track-

ing, hand posture, gaze, face pose) is discussed in 

[34] and [33].  

Our goal is not to present a comprehensive survey 

of all the related work, but mainly to discuss the most 

important issues, the current trends, and the perspec-

tives in the area of multimodal HCI systems in gen-

eral and multimodal interfaces in particular.  

2. Overview of multimodal interaction 

The term multimodal has been used in many con-

texts and across several disciplines (see [4] for a tax-

onomy of modalities). A multimodal HCI system is 

simply the one that responds to inputs in more than 

one modality or communication channel. By modal-

ity we mean a mode of communication according to 

human senses and computer input devices activated 

by humans or measuring human qualities. The human 

senses are sight, touch, hearing, smell, and taste. The 

input modalities of many computer input devices can 

be considered to correspond to human senses: cam-

eras (sight), haptic sensors (touch) [3], microphones 

(hearing), olfactory (smell), and even taste [37]. 

Many other computer input devices activated by hu-

mans, however, can be considered to correspond to a 

combination of human senses, or to none at all: key-

board, mouse, writing tablet, motion input (e.g., the 

device itself is moved for interaction), galvanic skin 

response, and other biometric sensors.  

In our definition, the word input is of great impor-

tance, as in practice most interactions with computers 

take place using multiple modalities. For example, as 

we type we touch the keys on a keyboard to input 

data into the computer, but some of us also use sight  

 

to read what we type or to locate the proper keys to 

be pressed. Therefore, it is important to keep in mind 

the differences between what the human is doing and 

what the system is actually receiving as input during 

interaction. For instance, a computer with a micro-

phone could potentially understand multiple lan-

guages or only different types of sounds (e.g., using a 

humming interface for music retrieval). Although the 

term multimodal has often been used to refer to such 

cases (e.g., multilingual input in [5] is considered 

multimodal), we consider that only a system that uses 

any combination of different modalities (i.e., com-

munication channels) is multimodal. For example, a 

system that responds only to facial expressions and 

hand gestures using only cameras as input is not mul-

timodal, even if signals from various cameras are 

used. Using the same argument, a system with multi-

ple keys is not multimodal, but a system with mouse 

and keyboard input is.  

In the context of HCI, multimodal techniques can 

be used to construct many different types of inter-

faces. Of particular interest are perceptual, attentive, 

and enactive interfaces. Perceptual interfaces, as de-

fined in [72], are highly interactive, multimodal inter-

faces that enable rich, natural, and efficient interac-

tion with computers. Perceptual interfaces seek to 

leverage sensing (input) and rendering (output) tech-

nologies in order to provide interactions not feasible 

with standard interfaces and common I/O devices 

such as the keyboard, the mouse, and the monitor 

[72], making computer vision a central component in 

many cases. Attentive interfaces are context-aware 

interfaces that rely on a person’s attention as the pri-

mary input [66] — that is, attentive interfaces [47] 

use gathered information to estimate the best time 

and approach for communicating with the user. Since 

attention is epitomized by eye contact [66] and ges-

tures (although other measures such as mouse 

movement can be indicative), computer vision plays 

a major role in attentive interfaces. Enactive inter-

faces are those that help users communicate a form of 

knowledge based on the active use of the hands or 

body for apprehension tasks. Enactive knowledge is 

not simply multisensory mediated knowledge, but 

knowledge stored in the form of motor responses and 

acquired by the act of “doing”. Typical examples are 

the competence required by tasks such as typing, 

driving a car, dancing, playing a musical instrument, 

and modeling objects from clay. All of these tasks 

would be difficult to describe in an iconic or sym-

bolic form.  
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3. Multimodal interface design 

Multimodal interface design [64] is important be-

cause the principles and techniques used in tradi-

tional GUI-based interaction do not necessarily apply 

in multimodal HCI systems. Issues to consider, in-

clude the design of inputs and outputs, adaptability, 

consistency, and error handling, among others. In 

addition, one must consider dependency of a person's 

behavior on his/her personality, cultural, and social 

vicinity, current mood, and the context in which the 

observed behavioral cues are encountered [28,31,68].  

Many design decisions dictate the underlying 

techniques used in the interface. For example, adap-

tability can be addressed using machine learning: 

rather than using a priori rules to interpret human 

behavior, we can potentially learn application-, user-, 

and context-dependent rules by watching the user's 

behavior in the sensed context [60]. Well known al-

gorithms exist to adapt the models and it is possible 

to use prior knowledge when learning new models. 

For example, a prior model of emotional expression 

recognition trained based on a certain user can be 

used as a starting point for learning a model for an-

other user, or for the same user in a different context. 

Although context sensing and the time needed to 

learn appropriate rules are significant problems in 

their own right, many benefits could come from such 

adaptive multimodal HCI systems. 

3.1. System integration architectures 

The most common infrastructure that has been 

adopted by the multimodal research community in-

volves multi-agent architectures such as the Open 

Agent Architecture [39] and Adaptive Agent Archi-

tecture [11,35]. Multi-agent architectures provide 

essential infrastructure for coordinating the many 

complex modules needed to implement multimodal 

system processing and permit this to be done in a 

distributed manner. In a multi-agent architecture, the 

components needed to support the multi-modal sys-

tem (e.g., speech recognition, gesture recognition, 

natural language processing, multimodal integration) 

may be written in different programming languages, 

on different machines, and with different operating 

systems. Agent communication languages are being 

developed that handle asynchronous delivery, trig-

gered responses, multi-casting, and other concepts 

from distributed systems.  

When using a multi-agent architecture, for exam-

ple, speech and gestures can arrive in parallel or 

asynchronously via individual modality agents, with 

the results passed to a facilitator. These results, typi-

cally an n-best list of conjectured lexical items and 

related timestamp information, are then routed to 

appropriate agents for further language processing. 

Next, sets of meaning fragments derived from the 

speech, or other modality, arrive at the multimodal 

integrator which decides whether and how long to 

wait for recognition results from other modalities, 

based on the system’s temporal thresholds. It fuses 

the meaning fragments into a semantically and tem-

porally compatible whole interpretation before pass-

ing the results back to the facilitator. At this point, 

the system’s final multimodal interpretation is con-

firmed by the interface, delivered as multimedia 

feedback to the user, and executed by the relevant 

application.  

Despite the availability of high-accuracy speech 

recognizers and the maturing of devices such as gaze 

trackers, touch screens, and gesture trackers, very 

few applications take advantage of these technologies. 

One reason for this may be that the cost in time of 

implementing a multimodal interface is very high. If 

someone wants to equip an application with such an 

interface, he must usually start from scratch, imple-

menting access to external sensors, developing ambi-

guity resolution algorithms, etc. However, when 

properly implemented, a large part of the code in a 

multimodal system can be reused. This aspect has 

been identified and many multimodal application 

frameworks (using multi-agent architectures) have 

recently appeared such as Jaspis framework [73,74], 

Rutgers CAIP Center framework [21], and the Em-

bassi system [17].  

3.2. Modeling 

There have been several attempts for modeling 

humans in human-computer interaction literature [79]. 

Here we present some proposed models and we dis-

cuss their particularities and weaknesses.  

One of the most commonly used models in HCI is 

the Model Human Processor. The model, proposed in 

[9] is a simplified view of the human processing in-

volved in interacting with computer systems. This 

model comprises three subsystems namely, the per-

ceptual system handling sensory stimulus from the 

outside world, the motor system that controls actions, 

and the cognitive system that provides the necessary 

processing to connect the two. Retaining the analogy 

of the user as an information processing system, the 

components of a multimodal HCI model include an 

input-output component (sensory system), a memory 

component (cognitive system), and a processing 

N. Sebe / Multimodal interfaces: Challenges and perspectives 25



component (motor system). Based on this model, the 

study of input-output channels (vision, hearing, touch, 

movement), human memory (sensory, short-term, 

and working or long-term memory), and processing 

capabilities (reasoning, problem solving, or acquisi-

tion skills) should all be considered when designing 

multimodal HCI systems and applications. Many 

studies in the literature analyze each subsystem in 

detail and we point the interested reader to [14] for a 

comprehensive analysis.  

Another model proposed by Card et al. [9] is the 

GOMS (Goals, Operators, Methods, and Selection 

rules) model. GOMS is essentially a reduction of a 

user's interaction with a computer to its elementary 

actions and all existing GOMS variations [9] allow 

for different aspects of an interface to be accurately 

studied and predicted. For all of the variants, the de-

finitions of the major concepts are the same. Goals 

are what the user intends to accomplish. An operator 

is an action performed in service of a goal. A method 

is a sequence of operators that accomplish a goal and 

if more than one method exists, then one of them is 

chosen by some selection rule. Selection rules are 

often ignored in typical GOMS analyses. There is 

some flexibility for the designers/analysts definition 

of all of these entities. For instance, one person's op-

erator may be another’s goal. The level of granularity 

is adjusted to capture what the particular evaluator is 

examining. 

All of the GOMS techniques provide valuable in-

formation, but they all also have certain drawbacks. 

None of the techniques address user fatigue. Over 

time a user's performance degrades simply because 

the user has been performing the same task repeti-

tively. The techniques are very explicit about basic 

movement operations, but are generally less rigid 

with basic cognitive actions. Further, all of the tech-

niques are only applicable to expert users and the 

functionality of the system is ignored while only the 

usability is considered. 

The human action cycle [44] is a psychological 

model which describes the steps humans take when 

they interact with computer systems. The model can 

be used to help evaluate the efficiency of a user inter-

face (UI). Understanding the cycle requires an under-

standing of the user interface design principles of 

affordance, feedback, visibility, and tolerance. This 

model describes how humans may form goals and 

then develop a series of steps required to achieve that 

goal, using the computer system. The user then exe-

cutes the steps, thus the model includes both cogni-

tive and physical activities. 

3.3. Adaptability 

The number of computer users (and computer-like 

devices we interact with) has grown at an incredible 

pace in the last few years. An immediate conse-

quence of this is that there is much larger diversity in 

the “types” of computer users. Increasing differences 

in skill level, culture, language, and goals have re-

sulted in a significant trend towards adaptive and 

customizable interfaces, which use modeling and 

reasoning about the domain, the task, and the user, in 

order to extract and represent the user’s knowledge, 

skills, and goals, to better serve the users with their 

tasks. The goal of such systems is to adapt their inter-

face to a specific user, give feedback about the user’s 

knowledge, and predict the user’s future behavior 

such as answers, goals, preferences, and actions [32]. 

Several studies [70] provide empirical support for the 

concept that user performance can be increased when 

the interface characteristics match the user skill level, 

emphasizing the importance of adaptive user inter-

faces. 

Adaptive human-computer interaction promises to 

support more sophisticated and natural input and out-

put, to enable users to perform potentially complex 

tasks more quickly, with greater accuracy, and to 

improve user satisfaction. This new class of inter-

faces promises knowledge or agent-based dialog, in 

which the interface gracefully handles errors and 

interruptions, and dynamically adapts to the current 

context and situation, the needs of the task performed, 

and the user model. This interactive process is be-

lieved to have great potential for improving the effec-

tiveness of human-computer interaction [40], and 

therefore, is likely to play a major role in multimodal 

HCI. The overarching aim of intelligent interfaces is 

to both increase the interaction bandwidth between 

human and machine and, at the same time, increase 

interaction effectiveness and naturalness by improv-

ing the quality of interaction. Effective human ma-

chine interfaces and information services will also 

increase access and productivity for all users [36]. A 

grand challenge of adaptive interfaces is therefore to 

represent, reason, and exploit various models to more 

effectively process input, generate output, and man-

age the dialog and interaction between human and 

machine so that to maximize the efficiency, effec-

tiveness, and naturalness of interaction [57].  

One central feature of adaptive interfaces is the 

manner in which the system uses the learned knowl-

edge. Some works in applied machine learning are 

designed to produce expert systems that are intended  
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to replace the human. However, works in adaptive 

interfaces intend to construct advisory-recommenda-

tion systems, which only make recommendations to 

the user. These systems suggest information or gen-

erate actions that the user can always override. Ide-

ally, these actions should reflect the preferences of 

the individual users, thus providing personalized ser-

vices to each one.  

Every time the system suggests a choice to the us-

er he/she accepts or rejects it, thus giving feedback to 

the system to update its knowledgebase either im-

plicit or explicit [2]. The system should carry out 

online learning, in which the knowledgebase is up-

dated each time an interaction with the user occurs. 

Since adaptive user interfaces collect data during 

their interaction with the user, one naturally expects 

them to improve during the interaction process, mak-

ing them “learning” systems rather than “learned” 

systems. Because adaptive user interfaces must learn 

from observing the behavior of their users, another 

distinguishing characteristic of these systems is their 

need for rapid learning. The issue here is the number 

of training cases needed by the system to generate 

good advice. Thus, it is recommended the use of 

learning methods and algorithms that achieve high 

accuracy from small training sets. On the other hand, 

the speed of interface adaptation to user’s needs is 

desirable but not essential.  

Adaptive user interfaces should not be considered 

a panacea for all problems. The designer should seri-

ously take under consideration if the user really 

needs an adaptive system. The most common con-

cern regarding the use of adaptive interfaces is the 

violation of standard usability principles. In fact, 

there exists evidence that suggests that static inter-

face designs sometimes promote superior perform-

ance than adaptive ones [25,67]. Nevertheless, the 

benefits that adaptive systems can bring are undeni-

able and therefore more and more research efforts are 

being paid towards this direction.  

An important issue is how the interaction tech-

niques should change to take this varying input and 

output hardware devices into account. The system 

might choose the appropriate interaction techniques 

taking into account the input and output capabilities 

of the devices and the user preferences. So, nowa-

days, many researchers are focusing on such fields as 

context aware interfaces, recognition-based interfaces, 

intelligent and adaptive interfaces, and multimodal 

perceptual interfaces [32,36,40,72]. 

Although there have been many advances in mul-

timodal HCI, the level of adaptability in current sys-

tems is rather limited and there are many challenges 

left to be investigated. 

3.4. Fusion 

Fusion techniques are needed to integrate input 

from different modalities and many fusion ap-

proaches have been developed. Early multimodal 

interfaces were based on a specific control structure 

for multimodal fusion. For example, Bolt’s “Put-

That-There” system [7] combined pointing and 

speech inputs and searched for a synchronized ges-

tural act that designates the spoken referent. To sup-

port more broadly functional multimodal systems, 

general processing architectures have been developed 

which handle a variety of multimodal integration 

patterns and support joint processing of modalities 

[6,35,39].  

A typical issue of multimodal data processing is 

that multisensory data are typically processed sepa-

rately and only combined at the end. Yet, people 

convey multimodal (e.g., audio and visual) commu-

nicative signals in a complementary and redundant 

manner (as shown experimentally by Chen [10]). 

Therefore, in order to accomplish a human-like mul-

timodal analysis of multiple input signals acquired by 

different sensors, the signals cannot be always con-

sidered mutually independently and might not be 

combined in a context-free manner at the end of the 

intended analysis but, on the contrary, the input data 

might preferably be processed in a joint feature space 

and according to a context-dependent model. In prac-

tice, however, besides the problems of context sens-

ing and developing context-dependent models for 

combining multisensory information, one should 

cope with the size of the required joint feature space. 

Problems include large dimensionality, differing fea-

ture formats, and time-alignment. A potential way to 

achieve multisensory data fusion is to develop con-

text-dependent versions of a suitable method such as 

the Bayesian inference method proposed by Pan et al. 

[55]. 

3.5. Evaluation 

Evaluation is a very important issue in the design 

of multimodal systems. Here, we outline the most 

important features that could be used as measures in 

the evaluation of various types of adaptive multimo-

dal HCI systems namely, efficiency, quality, user 

satisfaction, and predictive accuracy.  
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People typically invoke computational decision 

aids because they expect the system will help them 

accomplish their tasks more rapidly and with less 

effort than they do on their own. This makes effi-

ciency an important measure to use in evaluating 

adaptive systems. One natural measure of efficiency 

is the time the user takes to accomplish his task. An-

other facet is the effort the user must exert to make a 

decision or solve a problem. In this case, the measure 

would be the number of user actions or commands 

that take place during the solving of a problem.  

Another main reason the users turn to multimodal 

HCI systems is to improve the quality of solutions of 

their task. As with efficiency, there are several ways 

in which one can define the notion of quality or accu-

racy of the system. For example, if there is a certain 

object the user wants to find then the success of find-

ing it constitutes an objective measure of quality. 

However, it is clear that in some cases it is necessary 

to rely on a separate measure of user satisfaction to 

determine the quality of the system’s behavior. One 

way to achieve this is to present each user with a 

questionnaire that asks about his subjective experi-

ence. Another measure of user’s satisfaction involves 

giving the user some control over certain features of 

the system. If the user turns the system’s advisory 

capability off or disables its personalization module, 

one can then conclude that the user has not been sat-

isfied by his experience with these features.  

Since many adaptive system user models make 

predictions about the user’s responses, it is natural to 

measure the predictive accuracy to determine the 

success of a system. Although this measure can be a 

useful analytical tool for understanding the details of 

the system’s behavior, it does not necessarily reflect 

the overall efficiency or quality of solutions, which 

should be the main concern. 

4. Future directions and conclusion 

Multimodal interfaces based on recognition of 

human speech, gaze, gesture, etc. which are currently 

developed represent only starting points towards in-

telligent interfaces capable of human-like sensory 

perception. The future interfaces will interpret con-

tinuous input from visual, auditory, and tactile input 

modes, as well as sensor-based information from the 

system interface and the surrounding environment. 

The future adaptive multimodal interfaces will sup-

port intelligent adaptation to the user, task, and the 

working environment. These long-term directions are 

expected to yield new computational functionality, 

greater robustness, and improved flexibility for per-

sonalization and mobility.  

The most promising approach to multimodal inter-

face design is to use a human-centered approach 

[29,50]. One of the major conclusions is that most 

researchers process each channel (visual, audio) in-

dependently, and multimodal fusion is still in its in-

fancy. On one hand, the whole question of how much 

information is conveyed by “separate” channels may 

inevitably be misleading. There is no evidence that 

individuals in actual social interaction selectively 

attend to another person's face, body, gesture, or 

speech, or that the information conveyed by these 

channels is simply additive. The central mechanisms 

directing behavior cut across channels, so that, for 

example, certain aspects of face, body, and speech 

are more spontaneous and others are more closely 

monitored and controlled. It might well be that ob-

servers selectively attend not to a particular channel 

but to a particular type of information (e.g., cues to 

emotion, deception, or cognitive activity), which may 

be available within several channels. No investigator 

has yet explored this possibility or the possibility that 

different individuals may typically attend to different 

types of information (see [54] for a recent study on 

this topic).  

Considering all these aspects, multimodal context-

sensitive human-computer interaction is likely to 

become the single most widespread research topic of 

the artificial intelligence research community [60]. 

Advances in this area could change not only how 

professionals practice computing, but also how mass 

consumers interact with technology. 
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