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Abstract. The world population is aging in the last few years and this trend is expected to increase in the future. The number
of persons requiring assistance in their everyday life is also expected to rise. Luckily, smart homes are becoming a more and
more compelling alternative to direct human supervision. Smart homes are equipped with sensors that, coupled with Artificial
Intelligence (Al), can support their occupants whenever needed. At the heart of the problem is the recognition of activities.
Human activity recognition is a complex problem due to the variety of sensors available, their impact on privacy, the high number
of possible activities, and the several ways even a simple activity can be performed. This paper proposes a deep learning model
combining LSTM and a tuned version of the EfficientNet model using transfer learning, data fusion, minimalist pre-processing
as well as training for both activity and movement recognition using data from three ultra-wideband (UWB) radars. As regards
activity recognition, experiments were conducted in a real and furnished apartment where 15 different activities were performed
by 10 participants. Results showed an improvement of 18.63% over previous work on the same dataset with 65.59% in Top-1
accuracy using Leave-One-Subject-Out cross validation. Furthermore, the experiments that address movement recognition were
conducted under the same conditions where a single participant was asked to perform four distinct arm movements with the three
UWRB radars positioned at two different heights. With an overall accuracy of 73% in Top-1, the detailed analysis of the results
obtained showed that the proposed model was capable of recognizing accurately large and fine-grained movements. However,
the medium-sized movements demonstrated a significant impact on the movement recognition due to an insufficient degree of
variation between the four proposed movements.

Keywords: Artificial Intelligence (AI), Ambient Intelligence (Ambl), Deep Learning (DL), Activity of Daily Living (ADL),
Human Activity Recognition (HAR), Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM), Transfer
Learning (TL), Ultra Wideband (UWB)

1. Introduction

From year to year, the world population is getting older and based on a report published by the United Nations
Department of Economic and Social Affairs [29], people over the age of 65 could represent up to 25% of the North
American population by 2050. In the world, the number of people over 80 could triple in the same period.
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Many problems occur with the normal course of aging, namely the risk of developing cognitive impairments such
as Alzheimer’s and Parkinson’s diseases or physical conditions such as osteoarthritis and general loss of muscle
strength, endurance and flexibility. As a result, these problems lead to an increasing difficulty of maintaining healthy
daily habits and behaviors. Activities that are performed to take care of one’s living environment and for self-care are
called Activities of Daily Living (ADLs). Examples of such ADLs are Cooking, Cleaning, Brushing teeth, Taking
medicines, and more. The ability of a person to perform these activities is directly linked to their ability to live
unassisted. A person that has difficulty performing some ADLs can receive help at home or move to an adapted
facility such as nursing homes. Leaving its home, particularly at an old age, can be a source of great distress [22].
It is, therefore, beneficial for a person to keep its home as long as possible. Help can take many forms (e.g., having
a caregiver at home). While a caregiver can help in providing essential services, most of this task often becomes
the responsibility of relatives. Providing care for an aging relative with an underlying medical condition such as
Alzheimer’s disease is quite demanding and can become an emotional and financial burden for relatives [2].

Luckily, home automation can also bring some form of help. Home automation is the building of homes that
incorporate sensors in order to improve their occupant’s experience. A minimalist example is the inclusion of smart
devices in a home with consumer devices such as a smart assistant (e.g., Alexa), smart thermostats, smart switches,
vacuum robots, efc. While it cannot replace the care given by another person, certain specific tasks can be automated.
For instance, in the last few years, many researches focused on detecting falls [15,24,25], which is a critical event to
monitor for people of a certain age. Although fall detection is important, more complex behaviors performed daily,
such as ADLs, must be detected and monitored to support a person with cognitive and or physical decline. The first
step towards making applications that can support a person throughout the day is to detect the activity being carried
out by that person.

Many approaches can be adopted to monitor a person in its environment. These can be divided into two categories.
The first category are approaches relying on the use of wearable devices. For instance, wearable devices can detect
falls [25] or even differentiate between specific movements such as swimming styles [5]. Wearable device can be
a tag specially developed and fixed on clothes or devices already available on the market such as smartphones or
smartwatches. A significant limitation of approaches based on the used of such devices is that the person can forget
to wear it. The second category of approaches relies on ambient sensors installed in the home environment. There is
a wide range of ambient sensors, including Passive Infrared (PIR) sensors, pressure mats, smart switches, cameras,
radars, passive Radio-Frequency Identification (RFID) tags, microphones and so on. Among those, cameras have
generated a lot of interest for activity recognition, either the standard RGB or RGB-Depth cameras [8,10]. While
cameras yet offer the most information on an activity and the context surrounding it, they tend to be difficult to
accept by the occupant as they offer very little privacy [16]. For this reason, the use of ultra-wideband (UWB)
radars seems promising. UWB radars operate in the 3.1 GHz to 10.6 GHz radio frequency range and use a large
portion of the radio spectrum covering more than 500 MHz [28]. UWB radars have a good precision in the order
of few millimeters in close range, have the ability to pass through walls and are relatively cheap at $ 249 US.
They remain an interesting alternative because they allow to capture extensive information on the ADLs, while
maintaining a certain level of confidentiality.

The work presented in this paper focuses on the recognition of ADLs in itself as well as movement recognition
using UWB radars. In this paper, we propose a deep learning model combining a tuned version of the EfficientNet
baseline model and a Long-Short Term Memory (LSTM) neural network. This model was trained in part using
transfer learning. It exploits data fusion and uses minimally pre-processed data from three UWB radars. We tested
this model on 15 different ADLs performed by 10 participants in a fully furnished smart apartment. This paper
is the continuation of work already published by the Laboratoire d’Intelligence Ambiante pour la Reconnaissance
d’ Activités (LIARA) [19], where different LSTM and 1D Convolutional Neural Network (CNN) model combina-
tions were tested to recognize activities based on time series representations of the collected data from UWB radars.
Since these models were trained and tested on the same dataset, the 1D CNN with stacked LSTM model which per-
formed the best using this approach served as a baseline to compare the deep learning model proposed in this paper.
Furthermore, in order to complete the movement recognition experimentation, the proposed model architecture was
trained with a dataset including four different arm movements performed by a single participant under the same
conditions inside the smart apartment as for the activity recognition dataset. Such an analysis was proposed because
we initially wanted to evaluate the model’s ability to recognize relatively fine-grained movements. In addition, we
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wanted to obtain useful insights to guide our future works to suggest the most accurate learning architecture for
ADL recognition.

2. Related work

Human Activity Recognition (HAR) is the task of recognizing all activities performed by a human. A large part of
the work proposed in HAR focuses on the recognition of simple activities such as Sitting, Getting Up, Jumping and
other short activities. Contrariwise, ADLs are much more complex activities as they are composed of great variety
of simpler activities. The most obvious example being Cooking; this activity is composed of simpler and shorter
activities such as Reaching, Cutting, Heating, etc. in a way that varies depending on the environment, the person
and what is being cooked. Even though ADLs are complex, algorithms, and models developed to recognize simpler
activities can nevertheless offer great insight into how to efficiently extract information of human movements in the
temporal domain.

There are many approaches to achieve activity recognition. These ones are fundamentally limited to the sensors
used, regardless of the capability of the inherent model used. Usually, the approaches are divided into two categories,
namely those based on wearable sensors and those based on ambient sensors. However, in this work, we decided
to subdivide the second category into three more specific categories of sensors, namely purely ambient sensors,
cameras, and UWB radars.

2.1. Wearable sensors

For the first category, most wearable devices used are already available on the market, such as smartphones
and smartwatches. These devices already contain sensors (e.g., accelerometers, gyroscopes), which can provide
relevant data as regards the movements performed by a person. This category emerged more recently due to their
wide availability and their ease of use. HAR based on wearable sensors relies on two main techniques; feature
engineering combined with machine learning techniques or deep learning techniques.

On the first hand, systems based on machine learning technique first need to extract key features from data
generated by the sensors. Such data are then used by different machine learning algorithms in order to perform
ADL recognition [4,9]. On the other hand, deep learning techniques are based on the pre-processing of sensor data
allowing their direct use with learning models. As these methods allow to keep a maximum of information that
may be present in the data, several deep learning models have been proposed in the last years [12,23]. In addition,
these techniques tend to demonstrate excellent recognition performance regarding the activities recorded through
wearable sensors.

The main advantage of wearable devices based techniques lies in the fact that they are not physically limited to a
static position within an environment to recognize activities. Indeed, the recognition process can happen anywhere
as long as a sensor is worn by a user or placed on the objects that have interactions in the activities to be recognized.
Moreover, wearable devices such as smartwatches and smartphones are generally positively accepted by their users
[16]. However, such approach does have limitations. Indeed, in our context, since the recognition of ADLs mainly
aims at assisting people with cognitive impairments, it may be difficult for them to remember to wear or recharge the
battery of such devices. In addition, data produced by the embedded sensors rarely provide contextual information
on the activity being performed, such as the location of the person within the environment. This is the main reason
why work that focuses on wearable devices based techniques tend to only differentiate between movements and
simple activities such as ADLs.

2.2. Ambient sensors

If more contextual information is required, using non-wearable sensors appears to be the most promising option.
In such approaches, different types of sensors are directly integrated into the environment. On one hand, specific
sensors can be hidden in everyday objects such as pressure mats in the floor or smart light switches and even certain
appliances retrofitted with a variety of sensors [6]. On the other hand, more generic sensors can be installed in the
environment for the single purpose of activity recognition such as cameras, microphones, and UWB radars.
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The advent of the Internet of Things (IoT) has made it easier to integrate sensors in an environment since they
have become cheaper and more widespread. Smart environments can easily be equipped with low-level sensors such
as magnetic contact sensors, pressure mats, passive infrared (PIR) motion detection sensors, and smart actuators
[26]. The interaction of a person with these simple sensors makes it possible to determine what activities are being
performed [3,14].

Since it is a relatively recent trend, a common communication standard has yet to emerge from IoT. As such, many
communication protocols are present on the market (e.g. Bluetooth Low Energy (BLE), WiFi, ZigBee, Z-Wave and
X10), making it harder to integrate a variety of these sensors into one cohesive solution. Also, using these types
of sensors relies on the participants’ interaction with the environment, which might make it hard to discriminate
between two similar monitored activities. For example, suppose a PIR sensor detecting that a person is located in
the restroom. In this case, it is impossible to know for sure that this person is brushing its teeth contrary to drinking
unless additional sensors are present to monitor the state of either the toothbrush or the glass.

2.3. Cameras

One of the most obvious type of sensors to use in the context of HAR is the camera. In this case, a camera is
placed in the environment in a key location that can best monitor the activities performed by the resident. As with
other image recognition problems, HAR using cameras tend to rely heavily on deep learning techniques and more
precisely the use of CNN. For example, authors [11] have proposed an ADL recognition system based on images
from a RGB camera. In addition, RGB-D cameras also remain a popular type of camera used to perform the activity
recognition process [21]. These cameras are capable of adding depth information to a conventional RGB image,
based on the distance between the subject and the sensor. Since the depth analysis with RGB-D cameras does not
allow to identify a person in a formal way but mainly the shape of the position of the joints of a basic skeleton
representing the posture of a person, these cameras are generally more accepted by residents of smart environments
when only depth information is kept and RGB images are not processed. [8,10].

The main downside of this approach is that not all sensors from this category are easily accepted by the person be-
ing monitored due to privacy concerns. Acceptability varies from one sensor to another, usually based on perceived
intrusiveness. On one end of the sensor intrusiveness spectrum are cameras and microphones that leave little to no
privacy. On the other end of the spectrum are sensors monitoring the state of the environment and not the person
(sensors embedded in furniture and appliances).

2.4. Ultra-wideband radars

Finally, UWB radars remain an interesting alternative to cameras for ADL recognition as they tend to offer a
good alternative between both the confidentiality and the richness of data they provide. Indeed, while movements
achieved can be extracted from UWB radar data, it is not possible to identify the features related to the person
performing them. Moreover, the precision of UWB radars allow, most of the time, to see the difference between the
movement of different parts of the body. However, UWB approaches share the same limitation as wearable sensors,
namely the difficulty of making sense of objects being manipulated by a person with the information provided by
such sensors.

In most works, a single UWB radar is placed in front of a person in an unobstructed environment. In the work
proposed by Yang et al. [30], a spectrogram of the activity recorded with a UWB radar is used to train a Generative
Adversarial Network (GAN). In a GAN, two models are trained side-by-side, one generating data similar to the
training set (the generator), and the other (the discriminator) has to learn whether its input comes from the real
dataset or if it was generated by the generator. In order to measure its performance, two datasets were used. The
first dataset is composed of seven activities recorded in a laboratory: Boxing in Place, Crawling, Creeping, Jumping
Forward, Running, Standing and Walking. The second is generated from the MOtion CAPture (MOCAP) dataset
and is composed of the same activities. This approach has shown better results on both the created dataset and the
MOCAP dataset (F1-score of 0.9703 and 0.9851 respectively) than carefully selected features with algorithms such
as KNN (F1-score of 0.9697 on both datasets), Principal Component Analysis data description (PCA dd) (F1-score
of 0.9490 and 0.9146) and k-means (F1-score of 0.9436 and 0.9381).
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Transforming the Doppler-domain into a spectrogram is a common approach [13,30]. More precisely, Hao et
al. [13] suggested a modified CNN that uses multiple filter sizes to detect patterns combined with Gated Recurent
Units (GRU) to detect temporal patterns. Two datasets were used in this study. The first one contains the activities
Running, Walking, Boxing, Kicking, Jumping and Standing that were recorded in a laboratory. The second one is
composed of simulated UWB radar data from the MOCAP dataset. Their model has reached 88.49% accuracy in
Leave-One-Subject-Out (LOSO) cross-validation.

Another common approach consists of transforming the UWB radar data into 1D time series instead of a matrix
of UWB radar frames [20,24]. Maitre et al. [20] aim at recognizing fall events using three UWB radars. In this
work, a dataset composed of fall and non-fall activities was built. These activities were recorded in a fully furnished
smart apartment. The activities were performed by seven different participants and recorded in different locations
in the apartment. The final dataset is composed of 280 instances, half of which are falls. A time series is then
computed from the raw UWB radar data. The transformation of Distance-Doppler data into a time series is done
by normalizing and summing the bins in each recorded frame. Then, the summed frames (forming a 1D array) are
normalized for future use by a neural network. Since three radars are used to record the activities, this process is
applied to all UWB radars data and combined to form a single array. The work proposed a CNN-LSTM model,
composed of five 1D CNN models, each given a subset of the input time series and topped with two LSTM layers
and a dense layer for classification. The model achieved a good accuracy of 89% using a 70/30 training and testing
set split.

While all the papers mentioned above proposed interesting solutions to the HAR problem. However, they share a
common weakness: the activities being recognized are simple, recorded by a limited number of people and recorded
in an environment devoid of obstacles.

As mentioned previously, this work results from ongoing research in the domain of recognition of ADLs at the
LIARA lab. It represents further investigations regarding the use of UWB radars in the context of ADL recognition
in a smart home and is built upon our last published work [19]. In this one, the data collected from the UWB radar
was transformed into a time series similarly to [24], and a CNN-LSTM model composed of multiple 1D CNN
models each given a subset of the input were combined to multiple layers of LSTM and topped with a dense layer
for the classification. The dataset used is composed of 15 activities: Toothbrushing, Cleaning, Cooking, Doing the
dishes, Drinking, Eating, Making Tea, Putting on Jacket, Putting on shoes, Reading, Sleeping, Taking Medication,
Using Computer, Walking, Washing Hands. These activities were performed by ten different participants in a fully
furnished environment. Since LOSO cross validation was used, the model was trained and tested ten different times
(one for each participant). The model achieved performances ranging from 30% to 43% in top-1 accuracy depending
on which participant was used as a test, but reached up to 90% in top-5 accuracy. This result offers a baseline to
compare the model developed in this work. In part, this proposed study explores what was left out of the previous
work, investigating if minimally processed UWB radar data could improve the accuracy of the activity recognition
without losing generalization and investigating different deep learning models and their hyperparameters.

3. Experimental setup

The datasets used for the proposed work were recorded at the LIARA laboratory (the data used in this paper
were collected as part of a project (#2019-220) reviewed and approved by our institution’s ethics committee). This
laboratory includes an apartment composed of more than a hundred different sensors (e.g., passive infrared sensors,
contact sensors, radio frequency identification transponders, and antennas), and effectors (e.g., lights, speakers,
screens) within an area of about 40 m?. These sensors and effectors allow the development of intelligent agents used
to monitor and assist persons in the completion of their ADLs.

In this work three UWB radars (i.e. XeThru X4M200'! designed by Novelda) have been installed in the smart
apartment at various strategic locations to monitor the ADLs at the specific height of 36 cm, which corresponds to
the height of power outlets. Figure 1 shows the blueprint of the apartment where the locations of the three UWB

1 https://www.sensorlogic.store/products/xe-thru-x4m200-respiration-sensor
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Fig. 1. The blueprint of the LIARA smart apartment showing the locations of the UWB radars [19] and the locations of the movements recordings
respectively circled in red and blue.
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Fig. 2. A single frame recorded by a XeThru X4M200 when placed in the smart environment [19].

radars are indicated by red circles. However, the other sensors, while still present in the environment, were not used
in this specific research.

XeThru X4M200 UWB radars were chosen thanks to their interesting hardware technical capabilities compared
to their relatively affordable price (i.e. $ 300 US per unit). Indeed, these radars use a transceiver sending signals
within a 6.0 GHz to 10.2 GHz band, making them capable of operating at a range between 0.4 m and 9.8 m. Such
arange is divided into 184 bins per frame, which means that each bin has a resolution of 5.14 cm. The radars were
configured to acquire these frames at a 50 Hz frequency. An example of the raw data acquired from one radar is
provided by Fig. 2.

3.1. Activity recognition

In the first place, we focused on collecting data related to ADLs only. In order to achieve this data collection,
ten participants, all being healthy adults under the age of 40, were asked to perform a total of 15 activities with
no specific indication as to how long each activity should take to complete and how they should be performed.
Therefore, a high variation between the different completions of the same activity is expected in order to obtain a
more realistic dataset. All activities and their respective duration are shown in Table 1.
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Table 1

Activities recorded during the collection of the first dataset and their respective duration

Activity Minimum duration (s) Maximum duration (s) Average duration (s)
Drinking 15 28 26.6
Sleeping 38 58 55.2
Putting on Jacket 21 29 26.5
Cleaning 92 118 115
Cooking 231 299 291.3
Making Tea 129 178 169
Doing the Dishes 98 118 114.9
Brushing teeth 120 179 171.8
Washing hands 21 29 26.8
Reading 97 118 114.2
Eating 76 118 113.4
Walking 22 29 26.9
Putting on Shoes 27 43 40.7
Taking Medication 13 28 25.7
Using Computer 93 118 114.5
Table 2

Details of the various movements recorded during the collection of the second dataset

Movement Height of the radars Description

My 36 cm & 96 cm No movement: arms and forearms are placed along the body and the feet remain still.

M, 36 cm & 96 cm Fine movements: arms are along the body, the forearms are placed in front of the person and the feet
remain still. The movements are constrained to the wrists and hands (including fingers).

M, 36 cm & 96 cm Medium-sized movements: arms are along the body, the forearms are placed in front of the person
and the feet remain still. The movements are constrained to the forearms, wrists and hands.

M3 36 cm & 96 cm Large movements: the feet remain still. The movements are constrained to the arms, forearms, wrists

and hands.

3.2. Movement recognition

In a second time, since activities may be seen as a set of actions involving several movements to be performed, we
have considered that the recording of an additional dataset containing only movements. To this end, we considered
interesting to suggest an evaluation of the ability of the model architecture introduced in this work to recognize
relatively fine-grained movements. For that purpose, ten strategic locations were identified in the apartment where
a single participant, selected from the 10 available, was ask to perform several arm movements, in a static position,
with the three UWB radars placed first at 36 cm. The same procedure involving the same participant has been then
repeated with the three UWB radars placed at 96 cm from the floor. The ten strategic locations are represented by
blue circles in Fig. 1. For each of these locations, a total of four arm movements were achieved two times (i.e. one
for each height of the UWB radars) over a period of 30 s. A detailed description of each movement is provided by
Table 2. Besides, as the bathroom remains the only room in the apartment with a door, the recording of the four
movements was completed twice for locations 9 and /0, either with the door open and closed.

4. Proposed system

4.1. Data pre-processing

In image recognition tasks, the input images used are usually RGB images with a shape varying from 150 by 150
pixels to 300 by 300 pixels. For this work, 15 s of consecutive UWB radar recordings were considered sufficient



164 A. Beaulieu et al. / UWB data as input of a combined EffNet and LSTM architecture for HAR

Radar Scattering Matrix of the UWB Radar 1

175 0.0035

150 0.0030

g 125 0.0025

-

~ L

100 0.0020 3
=

£ a

2 75 n.nms5

@

<

-]

50 0.0010

25 0.0005

100 200 300 400 500 600 700
Time in Frames (50 frames/second)

Fig. 3. Scattering matrix of all frames recorded by a single UWB radar over period of 15 seconds [19].

(a) Walking activity. (b) Cleaning activity.

Fig. 4. Pre-processed UWB radar data taken from activity (a) Walking and (b) Cleaning.

for the task of activity recognition. Since the sampling rate of the UWB radars was set to 50 frames per second, the
unprocessed input shape is 750 samples by 184 bins as shown in Fig. 3.

The following method was used to pre-process the raw data into input images that have a shape similar to the one
generally used for image recognition:

1. 15 s from each UWB radar are combined to form a single array of shape 750 x 184 x 3.

2. To reduce the size of the array, MaxPooling is done on the time axis for each UWB data reducing the size on
the time axis from 750 to 150, resulting in an array of shape 150 x 184 x 3.

3. In order to subtract the background (the environment is fully furnished) from the data, the first frame was
subtracted to all other frames in the array.

4. The array is normalized, based on the minimum value and the maximum value present in the whole array.

The resulting array, displayed as an RGB image where each UWB radar represents a color channel, is shown
in Fig. 4. In this figure, two activities are shown. The first activity is Walking and the second is Cleaning. It is
interesting to see that for the activity Walking, the person is getting nearer to a specific UWB radar, then getting
further. Also, in the Cleaning activity, it is possible to see that the person is going back and forth near one of the
UWRB radars, and that some furniture was probably moved in front of another.

For the activity recognition dataset only, the position of the participants was computed using trilateration [1]
along with the Range-Domain data provided by the UWB radars. From this algorithm, five data fields are provided:
the position of the person in the environment (two fields) and the estimated distance of the person relative to each
UWRB radar (three fields being one per UWB radar). The position of the person is computed once every second and
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Table 3
The detailed structure of the layers that compose the classifier built from the trained autoencoder model
Layer ID Layer name Output shape
1 Input 150, 184, 3
2 Zero_Padding 152,184, 3
3 Convolution_1 152, 184, 32
4 Max_Pooling_1 76,92, 32
5 Convolution_2 76,92, 64
6 Max_Pooling_2 38, 46, 64
7 Convolution_3 38, 46, 128
8 Flatten 223744
9 Dense_1 200
10 Dropout_1 200
11 Dense_2 50
12 Dropout_2 50
13 Output 15

the same 15 s of data is used. Therefore, the output shape of the position data is 15 x 5. While it is an interesting
feature, the computed position of the participant is not precise due to the noise present in the data. The position is
problematic for some activities such as Sleeping, where movement is picked up due to other human moving on the
other side of the walls and causes phantom positions. Also, certain locations in the apartment cause problems, such
as the bathroom located in the extremity of the apartment, where the position of the participant is seen somewhere
else in the apartment. The computed location of the participant can nonetheless provide useful insight into the nature
of the activity. However, regarding the dataset that contains the movements, the same pre-processing method was
applied on the data, with the difference that the positions were not included. Indeed, we acknowledged that such an
information did not provide any insight into the current movement since the position of the person remained static.
As a result, no improvement should be expected in the best case or the noise of the position could interfere with the
recognition of movements in the worst case.

As shown in Table 1, some activities take naturally longer to perform than others. This difference is particularly
noticeable between some activities such as, Drinking and Cooking. Hence, in order to avoid an unbalanced dataset,
a fixed number of 100 samples were extracted from each recorded activity. Moreover, since the 100 samples are
evenly distributed, it therefore guarantees that the entire activity is covered each time. However, since none of the
recorded activities have identical duration, the overlap between two samples may vary from one activity to another.

4.2. Model architecture

The proposed model is composed of two different parts. The first part, which is a CNN, exploits the pre-processed
dataset. The other part, which is an LSTM, exploits the computed location of the participant in the dataset.

The first phase of the development was hence to identify which CNN model performed the best on the dataset.
Keras” [18] contains many implementations of largely used deep learning models. For this test, VGG16 [17],
VGG19 [17], Xception [7] and EfficientNet BO through B6 [27] were tested on a subset of the dataset. Since in
other works autoencoders have shown great promise [24], a CNN autoencoder was built and trained for comparison.
An autoencoder is trained to encode and decode the input. The principle is that the main features of the input data
end up being encoded at the center of the model. In order to classify, the decoder part is dropped and replaced by one
or more dense layers and trained again using transfer learning. The architecture of the resulting classifier is shown
in Table 3. The preliminary results for identifying the best model are shown in Table 4.

Based on the preliminary results, EfficientNetBO was identified as the most promising model. EfficientNet [27]
proposed a way of scaling up a CNN network. The proposed composite scaling method scales the depth, width and

2https://keras.io
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Table 4

Performances of various built-in models in Keras on
a subset of the first dataset containing activities only

Built-in Accuracy
VGG16 0.08
VGGI19 0.08
Xception 0.55
EfficientNetBO 0.63
EfficientNetB4 0.61
EfficientNetBS5 0.62
EfficientNetB6 0.6
CNN autoencoder 0.55
Table 5
The detailed structure of the layers that compose the architecture of the LSTM model
Layer ID LayeName Output shape
1 Input 15,5
2 LSTM_1 15, 50
3 LSTM_2 50
4 Dense_1 100
5 Dropout_1 100
6 Dense_2 100
7 Dropout_2 100
8 Dense_3 50
9 Dropout_3 50
10 Output 15

resolution of the model. EfficientNetBO refers to the baseline model proposed by Mingxing and Quoc [27] which
optimizes accuracy and Floating Point Operations per Second (FLOPS). The choice of EfficientNetB0 makes sense,
since larger models would be more fitted for more massive datasets and could lead to overfitting on smaller datasets.
This means that while EfficientNetB0 is selected for this work, future improvements on the dataset could lead to
different scaled models to perform better.

In a CNN, kernels have a square shape and a depth corresponding to the number of channels. The reason behind
this is versatility, since the shape of patterns are unknown and in the case of image recognition, the object to
recognize can have any orientation in the input image. In our dataset, we have an insight into the size and orientation
of the data. Since we are looking for temporal patterns (evolution of position in the Doppler-Domain data provided
by the UWB radars), various kernel shape variations at various layers of the EfficientNetBO model were tested.
Globally, changing the shape of the kernels provided a small improvement over non-tuned EfficientNetBO0. For the
remainder of this paper, the EfficientNetBO model with modified kernel shape will be called Tuned EfficientNetBO.
It is important to mention that varying the shapes of the kernels was time-consuming and the approach used was
non-exhaustive. This means that while an improvement is present, a better improvement (a better combination
of kernel shapes) could still be made with further tests by considering to achieve an optimization phase of the
hyperparameters.

For the second half of the model, LSTM has shown good performance in recognizing temporal patterns. Alone,
the use of the computed position of the participant in the environment combined with the LSTM model has poor
performance. The aim here is not to have state-of-the-art performance, but to provide complementary information
to the final model. The architecture of the LSTM is shown in Table 5. A second version of the position dataset
was also tested. In this dataset, the minimum, maximum, average and standard deviation of each field in the input
was appended (the shape of the position dataset was hence increased to 19 x 5). Extracting some supplementary
information on the position dataset did not significantly increase the average accuracy of the model (from 44.07%
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Fig. 5. Graphical representation of the architecture of the complete proposed model.

Top-1 average accuracy to 46.15%) and it provided less stable models (7.8% standard deviation of the Top-1 accu-
racy to 9.1%). Due to this underwhelming performance increase, it was decided to keep the position dataset with no
supplementary computation.

Both models are combined, flattened, and fed to a dense layer for classification. The final architecture of the
model is displayed in Fig. 5.

5. Results & discussion

In order to achieve the activity recognition process, the model was trained in three separate phases. In the first
one, the pre-processed dataset was used for the training of the Tuned EfficientNetBO model. The second phase,
involved to train the LSTM model using only the location dataset. Finally, transfer learning was applied from the
two previous phase to the complete Tuned EfficientNet model with LSTM. In this last scenario, the weight of all
the layers that are before the classification layers (i.e. the dense layers at the end of the model) are copied to the
new model. In this last phase, the training of the complete model begins by freezing the non-classification layers
for half the training period. This allows the dense layers to be updated without having to modify the previously
trained models. In the second half of the training, the whole model is unfrozen for optimization purposes. The main
reason a multi-phase training like this was performed is to avoid overfitting that may result from such a complex
architecture. As regards the movement recognition only, the same methodology was applied except for the training
phase of the LSTM model since the positions were not necessary for that purpose.

5.1. Human activity recognition

In the context of human activity recognition (HAR), both the LSTM and Tuned EfficientNet models were trained
over a period of 25 epochs with a batch size of 16. These two trainings were also completed empirically over several
epochs (up to 100). However, we observed that the best results were obtained in the first 20 epochs. This finding was
expected since the EfficientNet technique is known to be prone to overfitting. As a result, the final model training
was performed over a period of 40 epochs, being 20 epochs for the frozen and 20 epochs for the unfrozen non-
classification layers. Every model training was completed using a Nvidia GeForce GTX 1080, and took 20 min for
the LSTM model alone, 95 min for the Tuned EfficientNetB0O model alone and 65 min for the entire model. In that
sense, a single fold of LOSO cross-validation took around 3 hours to train and a total of 30 hours was required to
train all LOSO folds.

Since there are a few number of samples, it was determined that the best way to show the ability of the model to
generalize was to test the performance of the model with LOSO cross-validation. In the case of a 70-15-15 training,
testing and validation split, data that are very similar would have been present in the training, testing and validation
set. In other terms, two instances from an activity performed by one person with a slightly different starting time
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Fig. 6. Overview of the results obtained for the movement recognition when compared to LSTM, CNN-LSTM, EfficientNetBO and TunedEffi-
cientNetB0O models, where (a) is the Top-5 average accuracy; (b) is the Top-5 maximum accuracy; (c) is the Top-5 minimum accuracy and (d) is
the Top-5 standard deviation of the accuracy.

contain roughly the same information. This would only have measured the ability of the model to overfit the data
and not measure how well it can generalize.

Since ten participants were involved in the creation of the dataset, the dataset was split in ten different subsets
to perform LOSO cross-validation. Each model was trained on each dataset. Additionally, the Top-5 results are
used to measure the performances. The previous work [19] revealed that some activities were hard to identify by
the different models and confusion existed between similar activities such as Cooking and Making Tea. For this
reason, the Top-5 results returned by the models were used to compare the performance of the models as such an
evaluation allows to determine the possibility of combining independent activities with a high degree of similarities.
The average Top-5 accuracy (overall LOSO folds) of each model is shown in Fig. 6a.

The proposed model performed better than the baseline model, increasing the average Top-1 accuracy from
46.96% to 65.59% which corresponds to a 18.63% increase in Top-1 accuracy. While the difference between the
performance of the proposed model and the baseline gets smaller further in the Top-N, the proposed model showed
an advantageous increase of 5.54% over the baseline model. Along with the average accuracy, the proposed model
kept performing better on maximum accuracy, as shown in Fig. 6b and minimum accuracy as shown in Fig. 6¢. The
most notable increase in performance occurs in the Top-1 minimum accuracy, which increased 21.5%. Hence, it
shows that the proposed model generally performs much better on each of the ten LOSO folds. Finally, the standard
deviation of the accuracy of the model as shown in Fig. 6d is consistently lower than the other models, indicating
that the model is much more stable.

Despite the general increase in accuracy provided by the proposed models, the results show that certain activities
are still hard to detect. The confusion matrix of the Top-1 of the proposed model on the LOSO 1-fold (i.e. participant
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Fig. 7. Confusion matrices of the Top-1 of both the proposed model (a) and the baseline model (b) on the dataset with the first person left out.

1 is used for testing set) is shown in Fig. 7a and the confusion matrix of the Top-1 of the baseline model on the
LOSO 1-fold is shown in Fig. 7b. It is important to note here that while not all LOSO fold results are the same, they
all show these limitations (i.e. some activities, no matter what improvements are made to the system, will remain
difficult to recognize). The confusion matrices show that tremendous improvement was made for the recognition of
the activities: Putting on Jacket, Walking and Using Computer which were not recognized with the baseline model.
However, some activities are still not recognized, namely Drinking, Washing Hands and Taking Medication. These
activities have some points in common. Firstly, they are shorter than most of the other ones. Secondly, by definition
they contain fewer “macro” movements such as legs movements and can be performed anywhere at more than one
location in the apartment.

5.2. Movement recognition

The movement data were processed following the same protocol as for activity recognition described previously.
The dataset was, however, split into 12 Leave-One-Out (LOOQO) cross-validation sets, being one set by location (Lg
and Lo are counted twice according to the state of the door that may be either open or close). Then, each of the two
learning processes based on the Tuned EfficientNetBO model were performed five times. The overall accuracy for
each technique as regards movement recognition is provided by Table 6.

Through such results, it is possible to observe that the proposed method is capable of recognizing movements in a
fairly accurate way. In addition, based on the confusion matrices given in Table 7, it appears that the proposed Tuned
EfficientNetBO model is able to extract the key features of the movements to be recognized from the UWB data with
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Table 6

Overall accuracy of the Tuned EfficientNetBO model with and without transfer learning
when computed over the movement dataset using a LOSO cross-validation strategy

Tuned EfficientNetB0O model Top-1 Top-2 Top-3

Tuned EfficientNetBO without transfer learning 0.56 0.8 0.91

Tuned EfficientNetBO with transfer learning 0.73 0.89 0.96
Table 7

Confusion matrices that express the percentage of recognition obtained using the Tuned EfficientNetBO model with (a.) and without (b.) transfer
learning for each movements as described in Table 2 using a LOSO cross-validation strategy

(a) Tuned EfficientNetB0 without transfer learning. (b) Tuned EfficientNetBO with transfer learning.
Predictions Predictions

Mo My Mo M3 Mo M1 Mo M3

Mo | 0.69 | 0.23 | 0.04 | 0.04 Mo 0.9 0.08 | 0.01 0
S| M [026] 055 | 012 | 0.08 ¥ | M [ 019 069 | 008 | 0.04

S| M| 009 | 017 | 044 [703 S| M| 003 | 008 [0S8T03
Ms | 0.07 0.1 0.26 | 0.57 M3 0 0.04 [ 0.21 | 0.75

Table 8

Results obtained using the Tuned EfficientNetBO model with (a) and without (b) transfer learning for each location identified in Fig. 1 with either
an open (o) or closed (¢) door for locations inside the bathroom (i.e. Lg and L) using a LOSO cross-validation strategy

(a) Tuned EfficientNetB0O without transfer learning (b) Tuned EfficientNetBO with transfer learning
Location Accuracy Location Accuracy
Ls 0.67 Ly 0.9
Lg 0.65 Loo 0.86
L7 0.62 Lg 0.84
L3 0.6 Lioc 0.83
Lgc 0.58 Lyc 0.79
Lgo 0.58 L3 0.76
Lioc 0.58 Ls 0.7
Lioo 0.52 L 0.68
L 0.51 Lioo 0.66
Ly 0.5 Ly 0.64
Ly 0.47 Ly 0.64
Lg 0.45 Lg 0.46

more accurate results obtained when using the transfer learning strategy. Nevertheless, we believe that due to a small
difference between these four different movements, such a model may offer better results in a context closer to the
movements that are performed in real activities. Besides, since this experiment was reproduced by positioning the
UWRB sensors closer to the arms movement (at a height of 96 cm from the ground) we have observed an improvement
of 2.1% and 4.4% in Top-1 recognition accuracy for the strategies with and without transfer learning respectively,
thus supporting the hypothesis that these four movements admit too much similarities.

Finally, to carry out an in-depth study of the model proposed in this work, a last evaluation was performed in order
to identify the locations in the apartment where the movements are most easily recognized. Hence, Table 8 exposes
detailed results of the movement recognition for the two learning strategies and for each location in the apartment as
illustrated in Fig. 1. Once again, the transfer learning strategy demonstrated a significantly better accuracy. However,
it is possible to observe that the movements, when they are performed in locations that meet the field of operation of
a single UWB radar, are less precisely recognized (e.g., L1, Ly, L4, Lg). Lastly, as expected with the use of UWB
radar data, the impact of the state of the door as an obstacle for the movements performed in the bathroom (i.e. Lg
and L) does not change the overall accuracy since the recognition rates for such locations remain similar.
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6. Limitations

While improvements were undoubtedly made with the proposed work over the previous one, several other ones are
still required to develop practical applications capable of recognizing ADLs efficiently. First, the recorded datasets
proposed in this work remain quite limited. Indeed, the nature of the activities and the way they were captured have
introduced a high variability between each participant’s record of the same activity, which is generally not optimal
in small datasets such ours, but profitable in larger ones. In addition, the nature of ADLs leads to a combination of
movements that are inherent to the location of both strategic appliances and furniture. However, a true generalization
of algorithms designed for ADL recognition requires datasets composed of activities recorded in a wide variety of
environments. Therefore, future work will be to create new datasets that include more people, more instances per
activity as well as more diverse environments.

Moreover, the work we proposed was primarily focused on the research and adaptation of ready-to-use deep
learning models for ADL recognition. However, we have explored only a fraction of all the deep learning archi-
tectures that are potentially suitable for the ADL recognition problem. Thus, based on the findings of this work,
future work may also involve building a truly optimized model for the recognition of ADLs using data recorded
from UWB radars.

7. Conclusion

In this paper, we proposed a deep learning model combining EfficientNetBO and LSTM neural networks using
transfer learning and minimalist data pre-processing in order to recognize ADLs from data generated by UWB radars
inside a smart apartment. Our proposed model completed such a task with 65.59% Top-1 accuracy, surpassing by
18.63% the performance of our previously developed model [19]. Furthermore, in this work, a detailed analysis
of the behavior of the proposed architecture for movement recognition has also been suggested. Obtained results
demonstrated that most of the four proposed arm movements were accurately identified. However, due to a low
variation of medium-sized movements compared to fine movements as well as large movements, we were able to
observe that the overall performance of the proposed model was significantly degraded by such movements.
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