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Abstract.
The coexistence of service robots in social environments has been intensified

in recent years, demanding Human-Robot Interaction (HRI) increasingly fluid and
necessary. In this context, the present work aims to develop an architecture, called
Erika. Erika provides a chatbot to interact by voice and text commands with a ser-
vice robot, who implements an autonomous navigation, respecting social restric-
tions based on proxemic zones. An API is available in Erika for connecting the
chatbot with a website application, that in turn establishes communication with
the Robot Operating System (ROS) to perform simulated experiments and test the
functionality of the chatbot and the social-aware navigation of the robot. Results
demonstrate that the service robot can respond to the commands provided through
the chatbot and , so that, finally, it can drive autonomous or manual navigation,
when necessary.
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1. Introduction

Facing the technological context in the 21st century, the human machine interactions
take place in popular living. Therewith, the use of computational systems increases the
achievement of tasks in most departments in human work, as well as in daily tasks in
their home. This way, the research around Human Robot Interaction (HRI) allows great
scientific progress in automation, mainly through the integration of service robots in
social environments [1, 2].

The smart architecture implementation added to the current machine learning tech-
niques produce a reality more interactive to the human beings, with greater exploration
of data, resources, and comfort [3]. We can exemplify this new trend with the creation
of means of autonomous conversation incorporated to the attendance in hospitals, hotels,
airports, etc, named chatbot to service tasks [4].
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Many recent studies affirm that Artificial Intelligence is increasing the daily digital
life through sophisticated software and hardware [5, 6]. In this context, the chatbots pro-
vide lots of benefits to their users like easy communication, diversity of languages, and
the no need for technical knowledge to understand their operation. The technology to a
voice/text interaction system creation may be structured by some moans of processing,
such as Natural Language Processing (NLP) [6], a technique of analysis that understands
the human language. This technological understanding adds benefits to other areas of
social robot, as it can help in navigation through conversation data obtained, then there
is the possibility of providing an interaction about the robot movement and its goal [7].

In this context, this work aims to develop an architecture, called Erika, that allows
users to interact with a chatbot by voice and text commands with a service robot, who
implements an autonomous navigation, respecting social restrictions based on proxemic
zones. The chatbot is implemented to communicate with an interactive web page able
to detect the user’s questions by voice command and to return answers and demand
the autonomous navigation of the robot [8]. The robot’s functional structure is on the
middleware Robot Operating System (ROS) [9]. Aiming this integration, to communicate
the chatbot with the website, the architecture proposed provides an API (Application
Programming Interface) [10] for connecting the chatbot with the website application,
that in turn establishes communication with ROS to perform simulated experiments and
test the functionality of the chatbot and the social-aware navigation of the robot.

The main objective in this work is to describe the interactive architecture between
the user and a service robot through the API that allows the interaction of a chatbot and
the social navigation developed to this kind of robot. The study case refers to a chatbot
used to help people with motor disability to move with an autonomous wheelchair. After
an analysis about related work in Section 2, the methodology the architecture is presented
in Section 3. Results are presented in Section 4. In Section 5, the final considerations are
presented.

2. Related Work

The most common approach described in the literature to communicate different modules
in a system is the use of external API. There are some API available for free to improve
the performance of chatbots and establish the communication with different platforms,
by supporting instant message platforms (Line, Twitter, Facebook and Telegram) [11], in
this way, hosting the virtual service robot inside them.

In [12], it is presented AGATA, a chatbot for the dissemination of environmental ed-
ucation, whose development is based on existing API to answer the needs of the project.
As an example of its suitability, AGATA server was integrated with Telegram, because
the platform offers this connection [13]. Another study with the same approach is pre-
sented in [14], a chatbot to academic history monitoring in Universities. The system was
constructed to answer requests of academic information to the students’ parents. The
system involves many process, such as how to use the webhook [15] to receive messages
and use the Bot API available by Telegram to send messages in answer.

In the context of robotics, the greatest efforts are focused in trying to make a robot
the most similar with a human. In such as case, the dialog flow plays a fundamental
role in the modeling of a chatbot, in which the use of API is an important aspect to
consider [16]. In [17], a chatbot developed with the Dialogflow platform is presented to
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interact with a social robot with autonomous navigation and able to talk and scan the
corporal temperature of people to help in COVID-19 triage.

The social robotics navigation in environments crowded by humans is an area that
starts to consider the proxemics theory proposed by Hall [18] and the five proxemic di-
mensions [19]: Distance, Identity, Localization, Movement and Orientation (DILMO).
Thus, social robots adopt social restrictions in their navigation, respecting the rules of
proxemic, having as main interest to avoid reaching in intimate or personal spaces of hu-
mans when moves through the environment [20]. In [21], it is described a system called
GProxemic Navigation able to complement the autonomous navigation, respecting the
individual space of each person according to the environment, applying the concept of
proxemic zones in robotics, facilitating the insertion of service robots in a social envi-
ronment. GProxemic navigation system is able to obtain the geographic coordinates as
well as regional features of the place where the robot is inserted. This information is pro-
cessed to determinate the proxemic zone, performing the autonomous navigation with
the social momentum algorithm. In this way, based on the robot’s location it is possible
to determine the distance that it must respect in its navigation.

Robot programming involves a lot of complexity to develop software, thus tools
to simulate the robot programming are available. ROS is composed of libraries that
make possible to accelerate the development and to decrease the software complexity in
robotics. ROS provides a distributive architecture that allows the sharing of information
without depending on a link only. Rosbridge is a web-socket serve that establish an ex-
tra layer for ROS. This bridge allows non-ROS applications to communicate with ROS
applications. Roslibjs is a library of ROS based in Javascript that is used in particularly
applications using IP sockets, authorizing them to do the interface with ROS apps [22].

3. Erika: Social-aware navigation architecture based on a chatbot

This section describes the architecture developed and the implementation of the com-
munication process between the Web Application and the Chatbot, the components of
Erika system. To develop a study case, a motorized wheelchair (service robot) simulated
in the ROS-Gazebo was used. This service robot interacts with the chatbot and performs
autonomous social navigation.

3.1. Web Application

The main objective of the developed website is to control the wheelchair simulation in the
ROS-Gazebo. The movement is done through interactive arrow-shaped buttons that can
be pressed by the user, allowing the wheelchair to move manually in the goal direction,
as shown in Figure 1.

This development was based in a web application localized in Github and developed
by Robot Web Tools [23] and being composed by the following technologies:

- HTML (HyperText Markup Language) is a markup language that provided the
structure of the web page document.

- CSS (Cascading Style Sheets) which is a style language used to stylize the page
elements.

- JavaScript, a programming language that provided the page event manipulation, as
example the clicks in buttons and the integration with the roslibjs. This language made
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Figure 1. Wheelchair Controller

possible the API Fetch use, which has the fetch global method used to search for network
information asynchronously, consuming just the API data.

- Bootstrap is a framework used to develop front-end, in our work it was used to
make the buttons in the page

- Roslibjs [24] is a library JavaScript which allows the interaction with ROS from
browser. It uses the WebSockets to connect itself to rosbridge [25], that provide the JSON
API functionality [26] assisting ROS and not ROS programs.

3.2. Erika

The Erika is a functional and interactive architecture that aims to facilitate the commu-
nication between the user and the service robot by voice and text commands. In the next
sections it is presented the architecture, the conversation flow, and the study case in the
Erika system.

3.2.1. Architecture

The Erika’s architecture is based on a client-server model as shown in Figure 2. The
client side consists in a graph interface where the user may interact with the application.
After the client command gets in, the chatbot processes the information and gives back
the command to run asking the user to press the green button in case of the correct
command, in case of incorrect command, the chatbot asks the user to press the red button
to cancel.

The server side is divided in two parts, the user by chatbot and the ROS one. The
chatbot server interacts with an API according it receives the information, processes it
and send to the API. As contribution of the article, it was developed an API used to sup-
ply the need of integration between Dialogflow and the web application, which one was
developed using Node.js, a runtime JavaScript built in JavaScript V8 from Chrome [27]
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Figure 2. Erika architecture system

together with the Express.js framework highly configurable. One of the main reasons
to the Express.js’ utilization was its components called middleware that allows the con-
vention configuration [28]. Besides the flexibility provided and high customization in
the web application development [28] and provide a set of fundamental resources that
helped in the API development, the API is responsible for check the user command ex-
istence in a database in JSON format which has a set of data that can be run and origi-
nally is defined as false. the user’s request action being found in this database, the API
update the value to true. To the ROS side works, it is necessary that the user confirm the
information returned by the chatbot pressing the green button in web page. From this ac-
tion, the web page make a request in API searching for a command set as true and, after
that, processes and sends to a topic in ROS through roslibjs library. Arriving in ROS, the
action chosen by the user will be run and then, the web page make a request to API to
update the information before set as true to false.

3.2.2. Conversation Flow

To the beginning of the conversation with chatbot, it’s necessary that the chatbot access
the web application and after that, select the chatbot icon located in the page. Then, the
person can interact with chatbot through text or voice command as shown in Figure 3.

The implementation of the chatbot messages flow is due to the Dialogflow, a Google
platform that allows the intents construction, that is the intentions of the conversational
agent, where each intent permit adding training sentences and possible answers. In this
chatbot, it was created 9 intents, which ones 2 are basic conversation flow like greeting
and goodbye, 4 are easy commands to go forward, go back, turn left and right. In the
end, it was created 3 intentions to move the autonomous service robot in the simulated
environment ROS-Gazebo with the proxemic navigation [21]. That intentions are ”recep-
tion”, ”commercial room”, and ”library”. Besides the intents, the Dialogflow has as tools
the Agent, the Context, the Event, the Training Phrase, Action and Parameters, Answer,
Integrations and Fulfillment that makes possible the conversation accepting in the dialog
between chatbot and the user [4] allowing the exchanging of information with the API.
With Dialogflow, the use of the chatbot becomes viable and important, because it allows
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Figure 3. Conversation flow between user and chatbot

agile autonomous navigation without the repetitive need to press existing buttons on the
web page.

3.3. Study Case

To improve the project, it was made an autonomous wheelchair simulation in an office
at the ROS and Gazebo formed by 3 areas, considering the reception as the environment
1, the environment 2 is the commercial room and finally the library as environment 3.
Figure 4 shows the office and its division.

Figure 4. Office and respective area

From that, the first hypothesis can be established, assuming that the user was in the
library and wanted to move to the commercial room using the wheelchair, it should start
the dialog flow with the chatbot. The user starting the dialog with a greeting will get the
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chatbot lengths in response, a brief presentation and about its function will therefore ask
the user how it can help him. If the user starts the conversation already with a command
to activate the robot’s movement, it will understand and execute the continuous flow
of the conversation. Thereby, when informing that you would like to go to commercial
room, at this instant the chat bot will return ”OK”, if you want to confirm, press the green
button. As can be seen in Figure 5.

Figure 5. Interaction between user and chatbot

After user confirmation will initialize the displacement of the wheelchair to the re-
quested environment. Tor interact with the social navigation in the wheelchair, we use the
GProxemic system [21], respecting the social restrictions of the environment imposed
by this system, so if there are individuals on the trajectory the proxemic navigation is
applied to dodge them. In the second hypothesis, with the arrival at the destination if
the user decides to approach a table in the commercial room, for this he informs Erika a
new command, that this time is to move a little ”forward”. Again it responds confirming
the command and asking the user to press the green button. Making that flow one more
time, he arrives at the table, but realizes that he will have to turn right in order to position
himself in front of it. Again he asks the chatbot to go to the ”right” and thus he manages
to reach the your final objective. The direction commands can also be executed using the
buttons contained in the web page, adding one more possibility to the user.

4. Implementation Details and Functional Results

The results were demonstrated on two different platforms to prove the implementation of
the Erika architecture in simulation environments. The Gazebo and RViz [21] was used to
clarify the real trajectory performed by the wheelchair around the map, and Matlab [21]
to demonstrate the trajectory of the wheelchair to be done theoretically.

For better understanding, let’s review the case study previously presented. The user
activate by voice command the chatbot indicating that you want to go to the commercial
room, the flow of information cited in Section 3.2.1 occur and this information is pub-
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lished in a topic on ROS as seen in the Figure 6. The wheelchair navigates to the area 2
considering the social restrictions according is illustrated in Figure 7 using GProxemic
that helps the displacement by sending a semantic annotation to the wheelchair, since it
is inserted in an office where people are walking around, theoretically in Matlab and in
Figure 8 this movement can be observed and practically in Gazebo and RViz.

 

Figure 6. Communication between Architecture Erika and ROS

Figure 7. Theoretical wheelchair trajectory in Matlab respecting social restrictions

Figure 8. Wheelchair trajectory in a practical way in the RViz respecting social restrictions

The figures presented previously demonstrates that the objective of the proposal
was achieved. The Erika’s architecture was able to establish communication between the
wheelchair and use it efficiently, sending the device to the final point of the trajectory and
being activated by voice or text command. While GProxemic send the geographic point
so that the device recognizes the environment in which it is inserted and can perform
navigation.
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5. Conclusion

It was observed from the results obtained that the chatbot is interacting satisfactorily with
the user. From this it can be inferred that the trained words are being understood correctly
and the information is being transmitted to the ROS-Gazebo allowing the wheelchair to
move. Even in cases where people are present, the wheelchair manages to respect their
social space and make deviations that take the user to the desired destination. In this
way, it was proved that Erika Architecture fulfilled the desired objectives, enabling the
exchange of information between the chatbot, the web application and ROS through the
API proposed in this article.

In future works may have improvements in the Erika Architecture, making the con-
versation process with the chatbot even more natural, since the number of words and
functions implemented so far is limited to nine. As well as carry out this process through
a mobile application, increasing in this way the mechanisms of access to the chatbot
implemented in the architecture.

To improve the proposed architecture, it is possible to correct any noise in the com-
munication between user and chatbot that may exist, and also to evaluate strategies that
aim to optimize the performance of the Erika Architecture.
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Colcher. Ágata: um chatbot para difusão de práticas para educação ambiental. In Anais Estendidos do
XXVI Simpósio Brasileiro de Sistemas Multimı́dia e Web, pages 85–89. SBC, 2020.

[13] Nicolas Modrzyk. Building telegram bots: develop bots in 12 programming languages using the tele-
gram bot API. Apress, 2018.

[14] A Heryandi. Developing chatbot for academic record monitoring in higher education institution. In
IOP Conference Series: Materials Science and Engineering, volume 879, page 012049. IOP Publishing,
2020.

[15] Hari Setiaji and Irving V Paputungan. Design of telegram bots for campus information sharing. In
IOP Conference Series: Materials Science and Engineering, volume 325, page 012005. IOP Publishing,
2018.

[16] M Lombardi, F Pascale, and D Santaniello. An application for cultural heritage using a chatbot. In 2019
2nd International Conference on Computer Applications & Information Security (ICCAIS), pages 1–5.
IEEE, 2019.

[17] Ryan H Kim and Hyung Gi Min. Development of a conversing, temperature scanning, autonomously
navigating robot to help screen for covid-19. In 2021 21st International Conference on Control, Au-
tomation and Systems (ICCAS), pages 980–987. IEEE, 2021.

[18] William B Hart and DOI JaLC. Edward t. hall and the history of intercultural communication: the united
states and japan sub title author rogers, everett m.(miike, yoshitaka). 2002.

[19] Saul Greenberg, Nicolai Marquardt, Till Ballendat, Rob Diaz-Marino, and Miaosen Wang. Proxemic
interactions: the new ubicomp? interactions, 18(1):42–50, 2011.
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