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Abstract. Using Natural Language Processing (NLP) as a discipline of machine
learning, organizations can better organize their data in order to better represent
their internal knowledge. To make NLP models easier to re-use in other contexts,
they should be protected accordingly. This raises the question of the appropriate
privacy-ensuring technology (PET). To be able to address this question this pa-
per conducts a literature review regarding the ensuring of privacy in NLP follow-
ing the PRISMA framework. After following the identification process of signifi-
cant sources, 22 valuable studies were selected. Some of these studies have shown
promising results, however the field of privacy ensuring in NLP is still uncatego-
rized with different approaches difficult to compare.
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1. Introduction

Natural Language Processing (NLP) is a field in machine learning with a computer’s
ability to understand, analyze, manipulate, and potentially generate human language [1].
NLP is proliferating due to its wide range of usages in text analysis; however, it also
enables highly sophisticated attacks as an NLP algorithm can identify and replicate the
defining characteristics of an individual’s communication patterns [2]. NLP’s significant
challenges involve the recognition of natural speech, the understanding of the spoken
natural language, and in the last step, the generation of sensible natural language. Fur-
thermore, privacy is one of the biggest concerns to train the data of sensitive information
[3]. There is an effort and associated cost to train these models. In order to be able to
further use these models in another context, it is important that private content can be
identified from these models. For this, it is necessary that PET (privacy-ensuring tech-
nologies) can also be applied to these models. The goal of this paper is to identify the
state of the art literature on how to ensure NLP’s privacy to lay the foundations for fu-
ture research. Considering that data privacy in NLP is an interdisciplinary field, review-
ing all the implementations done on privacy-ensuring technologies is not in this study’s
scope. NLP implies all kinds of tools humans use to communicate with other humans,
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such as speech, text, and images. Therefore we are focusing our research on textual data
and have reviewed work done in this area. This paper’s primary purpose is to be able to
identify PET applied to textual datasets based on their applications on reviewed papers.
Therefore, we exclude any PET on Non-NLP domains such as cloud computing. Another
inclusion criterion is the studies in the area of Predictive Analysis, such as text classi-
fication and sentiment analysis, meaning we leave out the PET that are used for data
verification. As an introduction to the topic, the next section 2 provides an overview of
relevant technologies in the scope of our article. Then we present our research method-
ology in section 3, show the outcome of our analysis in section 4, discuss our findings in
section 5, and close with a short summary of the paper in section 6.

2. Overview of Privacy Techniques

Pavlou or Smith et al. describe data or information privacy as a branch of data security
where data handling from collection and storage of data to whether or how data is shared
with third parties is involved [4,5]. The main techniques under investigation in our lit-
erature review are Federated Learning (FL), Anonymization, Differential Privacy (DP),
Secure Multi-Party Computation (SMPC), Homomorphic Encryption (HE).

The reason of the selection of SMPC and HE for this research is that we aimed to
widen our research results by means of reviewing not only anonymization techniques
but also cryptography-based techniques. FL was selected since it preserves privacy dur-
ing the gathering and analysis of the data and does not wait to be applied on the results
only. DP is a perturbation-based technique which is one of the very most recent intro-
duced PET. It was chosen since it can quantify the level of preserved privacy by using
a magic number called Epsilon(ε). The selected techniques are briefly introduced in the
following.

FL: FL is a decentralized machine learning approach for building a prediction
model. FL enables the owner of the data collaboratively learn a shared prediction model
while maintaining their ownership of data without sending them to a machine that they
do not control [6]. FL works based on the general approach of ”bringing the code to the
data, instead of the data to the code” and aim the vital problems of privacy, ownership,
and locality of data [7].

Anonymization: Anonymization deals with the automatic identification of sensitive
information such as proper names, sensitive phrases, and numeric values e.g., credit card
number in a given text document, and remove or replace them with dummy entities. The
purpose of this technique is to hide the sensitive information and allow the text to be used
for analysis purposes [8].

DP: DP was introduced by Dwork, Dinur, Nassim, Smith and others (c. f. [9,10,11])
and got several expansions like in [12]. Desfontaines and Pejó provide an elaborate tax-
onomy of DP in [13]. DP guarantees that the delivery of any analysis on a database is
not affected significantly by the entity of any individual. It is therefore difficult for an ad-
versary to extract any individual data row. The idea revolves around the popular indistin-
guishability concept in semantic security. The value for ε is considered to be an indicator
of the level of required privacy protection while also affecting utility or accuracy of this
privacy mechanism. Smaller values of ε indicate a stronger privacy protection; because
the scenario where the output is generated without the input data of each individual ’X’
is mimicking the real world scenario. Smaller ε values come with less accuracy [14].
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SMPC: SMPC is another cryptography approach. SMPC allows multiple parties
to implement a joint computation on a series of inputs without revealing their own in-
put [15]. Based on each private data multiple parties cooperate in order to perform com-
putations [16]. They compute a function f (α1, ..,αn). The α1, ..,αn are private values
and the result α= f (α1, ..,αn) is revealed to everyone. To foster the privacy of every par-
ties’ input secret sharing is used [17]. Each party distributes shares of her secret among
all other parties in the sharing phase. In the computation phase, addition and multiplica-
tion are used as the two secure operations. The case with two secrets would be: Addi-
tion, i.e. each party locally adds shares of the two secrets and multiplication, i.e. that the
party locally multiplies shares of the two secrets by each other. Then further computa-
tions allow the collaboration. In the reconstruction step, the parties reveal the shares of
the function value so that they all learn it (see also [18]).

HE: HE is a cryptography-based technique which works on distributed databases [19].
An encryption scheme consists of a method of transforming plaintexts into ciphertexts
(encrypted texts) and vice versa, by means of proper keys. These keys are essential to
make these transformations effective. Formally, these transformations are performed by
corresponding algorithms: an encryption algorithm that transforms a given plaintext and
an adequate (encryption) key into a corresponding ciphertext, and a decryption algo-
rithm that given the ciphertext and an adequate (decryption) key recovers the original
plaintext. As a third algorithm the probabilistic algorithm used to generate keys (i.e., a
key-generation algorithm) needs consideration. This algorithm must be probabilistic (or
else, by invoking it, the adversary obtains the very same key used by the receiver). We
stress that the encryption scheme itself (i.e., the aforementioned three algorithms) may
be known to the adversary, and the scheme’s security relies on the hypothesis that the
adversary does not know the actual keys in use [20].

Fully homomorphic encryption enables computation on encrypted data without leak-
ing any information about the underlying data and thus, enables preserving privacy also
for NLP algorithms. A party can encrypt some input data, while another party that does
not have access to the decryption key can blindly perform some computation on this en-
crypted input. The final result is also encrypted, and it can be recovered only by the party
that possesses the secret key [21].

3. Method

We have integrated the Preferred Reporting Items for Systematic Reviews and Meta-
Analysis (PRISMA) framework [22] for the literature study. The PRISMA protocol pri-
mary was introduced to provide a framework for a systematic review of medical publi-
cations to support researchers to identify, select, synthesize and summarize articles in a
way that avoids any potential bias. We adapted this framework with some minor modifi-
cations, i. e. we followed the systematic reviews and not the meta-analysis since we did
not need to perform quantitative synthesis for our research as it is conducted for medical
records.

Our study has two main components: the PRISMA checklist and PRISMA state-
ment. The PRISMA Statement consists of a 27-item checklist and a four-phase flow di-
agram. The checklist includes items deemed essential for transparent reporting of a sys-
tematic review. When reviewers selectively choose which information to include in a
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report based on the direction and significance of findings, they risk biasing the readers
with their personal opinions [23]. Therefore, we followed PRISMA in order to avoid any
personal bias regarding the selection of the most relevant previous studies in this area of
research. Our process of literature selection for inclusion consisted of four steps: (1) Se-
lection of the literature sources, (2) Selection of the keywords, (3) Definition of inclusion
criteria, and (4) Selected articles.

(1) Selection of literature sources: As a starting point for our selection of the litera-
ture sources we looked in the top conferences and journals in the field of data and cyber
security. The Top Journals and Conferences we considered are TDSC: IEEE Transac-
tions on Dependable and Secure Computing and TOPS: ACM Transactions on Privacy
and Security. Additionally, we looked as well in the viable web search engines: Institute
of Electrical and Electronics Engineers (IEEE), Elsevier’s abstract and citation database
(Scopus) and Google Scholar.

(2) Selection of keywords: To be able to compare the use of privacy-preserving
techniques in the domain of textual data, as a next step, we restrict our study with the
help of keyword search. Our scope is to review literature for the use of PET on textual
databases, namely unstructured or semi-structured databases (only text and not images,
speech, etc.), and we do not consider their applications on numerical datasets namely
structured databases. We performed a database search by looking for the keywords of
the above introduced techniques: Differential Privacy, Homomorphic Encryption, Secure
Multiparty Computation, Anonymization and Federated Learning in combination with
the second keyword “Text”.

The outcome of this phase was the number of articles found in the mentioned liter-
ature resources containing the defined keywords, which resulted in 265 articles in total.
The Figure 1 illustrates the overview of the article selection process and outcome.

Figure 1. Overview of selection process

(3) Definition of inclusion criteria: In the next step the most relevant articles were
identified by defining inclusion criteria. Therefore, we defined the time frame (2010 -
02/2020), the language (English) and the impact factor (”IFJ ≥ 3” ). In the next step
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duplicates were removed. As a result, 104 unique data records are left. Subsequently,
we carefully read the abstract of each article precisely and performed the secondary
evaluation of the articles. The most relevant articles are included, and the other records
which did not contain these criteria were excluded. The total number of studies after this
step was 55 records.

In this section we have outlined the approach of our literature study. According
to [24], an effective literature review provides a new basis for advancing knowledge
and identifying areas where further research is needed. Our findings for both areas are
presented in the next section.

4. Result

The Table 1 outlines the concept matrix of our results. The conducted literature review
indicated that applications of some PET, such as Anonymization and DP on textual data,
are addressed in the literature; however, the implementations of Cryptography-based PET
on textual data still need to be covered in the scientific research. Regarding FL, initially,
the combination of this method with the term ”textual data” or ”text” returned few results;
however, after full-text reading of the found articles, it turned out these five initially found
articles have no empirical research done on textual data, therefore, none was relevant
to the scope of our research. FL is not categorized in PET, although, it is considered a
method to enhance privacy while performing an ML task on distributed databases. In
the last phase of our research, we detected 22 of the most relevant contributions out
of 265 records that initially met our criteria. After reading through these final selected
articles, we summarized the highlights of these papers based on three metrics[attributes]:
privacy, utility, and execution time. Data utility is a measure of information loss or loss
in the functionality of data in providing the results and privacy is protecting the safety
of individual data or sensitive knowledge without sacrificing the utility of the data [25];
however, PET should provide privacy as long as there is a meaningful trade-off between
privacy and utility. These metrics were identified and extracted from the studied papers
as the measurements to make us able to compare PET.

Anonymization on Textual Data: One of the benefits of Anonymization is that it is
scalable toward privacy preservation, it means we can anonymize a sensitive attribute in
a way that it reveals a part of the information or reveals nothing. Regarding the preserved
utility, there is always a matter of fact that more privacy with this technique leads to less
accuracy. Therefore, one has to find a meaningful trade-off between these two attributes.
The execution time was not understudied, which means this technique is efficient regard-
ing resource utilization.

DP on Textual Data: The significant advantage of DP is the parameter ε that shows
the provided level of privacy. There is no experimental guide on setting ε as it strongly
depends on the dataset; however, it was observed that if DP is applied on raw data, ε is
set more close to zero, but if DP is applied on the word embedding, normally, it is set
between 10 and 30. Selected studies show that the utility of the data after DP applications
completely depends on the value of ε. Feyisetan et al. indicate that ε = 0.125 leads to
decreased utility, and ε = 8 leads to higher accuracy scores [39]. The execution time was
not understudied, which means this technique is efficient regarding resource utilization.

HE on Textual Data: HE provides an entirely secure process of text-data analysis
with an almost intact utility of the data.But what can encryption do to preserve privacy
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in applying ML or NLP algorithms? The answer is that fully homomorphic encryption
enables computation on encrypted data (e.g., ciphertexts) without leaking any informa-
tion about the underlying data. briefly, a party can encrypt some input data, while another
party that does not have access to the decryption key can blindly perform some compu-
tation on this encrypted input. The final result is also encrypted, and it can be recovered
only by the party that possesses the secret key [21]. However, the biggest problem is its

A
u

th
o

r(
s)

Y
ea

r

A
n

o
n

y
m

iz
a

ti
o

n

D
if

fe
re

n
ti

a
l

P
ri

v
a

cy

H
o

m
o

m
o

rp
h

ic
E

n
cr

y
p

ti
o

n

F
ed

er
a

te
d

L
ea

rn
in

g

S
ec

u
re

M
u

lt
ip

a
rt

y
C

o
m

p
u

ta
ti

o
n

Anandan et al. [26] 2012 X

Kim et al. [27] 2014 X

Rahmani et al. [28] 2014 X

Mamede et al. [29] 2016 X

Maeda et al. [30] 2016 X

Li and Qin [31] 2017 X

Costantino et al. [32] 2017 X

Coavoux et al. [33] 2018 X

Weggenmann and Kerschbaum [34] 2018 X

Naqvi et al. [35] 2018 X

Darivandpour and Atallah [36] 2018 X

Fernandes et al. [37] 2019 X

Zhao et al. [38] 2019 X

Feyisetan et al. [39] 2019 X

Beigi et al. [40] 2019 X

Mosallanezhad et al. [41] 2019 X

Jiang et al. [42] 2019 X

Hassan et al. [43] 2019 X

Al Badawi et al.. [44] 2020 X

De Cock et al. [45] 2019 X

Romanov et al. [46] 2020 X

Feyisetan et al. [47] 2020 X

Sum 9 7 4 0 2

Table 1. Concept Matrix for Privacy-Preserving Methods Literature Review
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computational time. Costantino et al. perform a classification task on tweets and emails;
their study shows that 19 minutes is needed to analyze a single tweet and 78 minutes to
analyze an email, which is considered as extremely high [32].

SMPC on Textual Data: As SMPC is another type of cryptography-based PET, it
provides an entirely secure process of data analysis and an intact data utility. As these
techniques have the same characters, implementing SMPC needs a high amount of time.

5. Discussion

Since data privacy in NLP is an interdisciplinary field, it consists of a wide range of re-
search and literature. Applying a systematic review helped us study the state-of-the-art
of PET on document-based databases and reviewed the history of these methods’ appli-
cations on real-world data sets. Although some studies have shown promising results,
applying PET for NLP tasks is still infancy. There is much to be done, especially for
cryptography-based methods, since they provide the entire secure process with remain-
ing the privacy of the data intact for predictive analysis as it showed in the identified
works such as [28], the high computational time is still their significant disadvantage
which can be examined in more research. During our research, we faced some challenges
that can be a potential for future research:

Modified field of application: We searched for the keywords of PET and text; how-
ever, after reading the abstracts of 55 matching articles, it appeared that 19 records are
concerned with the implementations of PET on other domains such as cloud computing
and not on NLP; therefore, they are out of this research scope.

New field of application: Training models with FL are increasing, especially among
mobile devices. It has opened a new area of research, for instance, on personalized word
suggestions, however, we could not find articles examining PET on FL, and we suggest
this to be a possible future research domain.

Hybrid mechanism: A hybrid mechanism consisting of a suitable combination of
two or more PET is used or could be used in the real-world. However, investigating and
studying the combinations of these technologies was beyond the scope of this research
but should be considered in the future.

Comparative studies: Another challenge was that most of the studies introduced
their approaches or systems with the respective utility and privacy measures, making it
difficult for us to compare the results based on unified metrics. Conducting more com-
parative studies that allow us to have and compare the metrics can be potential future
research.

Comparison metrics: Furthermore, we defined three metrics, namely, guaranteed
privacy, level of preserved utility, and the execution time. These metrics act as indicators
and allow us to evaluate a given privacy-preserving technique. However, it can be said
that there is no privacy-preserving technique that can excel in all the metrics and over-
comes the other methods and protrude. However, the underlying literature analysis is a
good start for further research in this field to come.
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6. Summary

Summing up, the goal of this paper was to identify literature of implementations done
on PET applied to textual datasets and to introduce a taxonomy that is fitting the con-
tent. We achieved these via integration of the PRISMA protocol. After matching and
reading through our findings, a total number of 22 studies which fit our context were
evaluated in detail and tested for our metrics (privacy, utility, execution time). At the
middle of our research we noticed that two PETs are not suitable for applying on textual
data, therefore, we crossed them out from the further work. We identified four different
implementations for PET, namely anonymization on textual data, differential privacy on
textual data, homomorphic encryption on textual data, and secure multiparty computa-
tion on textual data. It is to say that none of these given privacy-preserving techniques
can excel in all the metrics. Hence, some future research and work has to be done in
this area specifically regarding cryptographic methods such as Homomorphic encryption
and SMPC since they still have high potential and provide high security level. However,
our developed concept matrix for PET in NLP can function as a good foundation for the
work to come.

Critical appreciation of the work: Our primary objective was to investigate the latest
technologies and their applications. Therefore, we limited our time frame to the last ten
years, which can and should be extended in future research, due to fast evolution of tech-
nologies. A significant barrier for our research was how to compare techniques based
on the defined metrics. They were not comparable as each technique has its own mea-
surement of provided privacy or the level of preserved utility. For instance, DP provides
Epsilon which represents the level of trade-off between privacy and utility, whereas the
other techniques do not provide a specific number for it. Since the available information
in the future will constantly grow in size and complexity, it is therefore suggested that
future work looks at defining appropriate metrics and applying them to the respective
PETs. As a starting point for this, the attributes identified in this paper ”privacy”, ”utility”
and ”execution time” can be used and should be further enhanced.
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