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Abstract

We study the utility indifference price of a European option in the context of small transac-

tion costs. Considering the general setup allowing consumption and a general utility function

at final time T , we obtain an asymptotic expansion of the utility indifference price as a function

of the asymptotic expansions of the utility maximization problems with and without the Eu-

ropean contingent claim. We use the tools developed in [54] and [48] based on homogenization

and viscosity solutions to characterize these expansions. Finally we study more precisely the

example of exponential utilities, in particular recovering under weaker assumptions the results

of [6].

Key words: transaction costs, homogenization, viscosity solutions, utility indifference pricing,

asymptotic expansions.
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1 Introduction

It is a widely known result in the finance literature that in any complete market, an investor who

sold a contingent claim can replicate it perfectly by continuously trading a portfolio consisting

of cash and the underlying risky asset. However, the corresponding strategies generally lead to

portfolio rebalanced in continuous time, and which therefore are generically of unbounded variation.

Thus, as soon as any transaction costs are introduced in the market, such strategies have exploding

costs and cannot therefore be of any use. A possible way out of this is for the investor to search

for super-replicating portfolios, instead of replicating ones. However, it turns out that in a market

with transaction costs, the simple problem of super-replicating a Call option can only be solved

by using the trivial buy-and-hold strategy, therefore leading to prohibitive costs. These types of

results have been first conjectured by Davis and Clark [23], and proved under more and more

general frameworks (see among others [11, 14, 15, 18, 19, 32, 33, 34, 35, 40, 41, 52, 56]). A rather

natural alternative approach has been first proposed by Hodges and Neuberger [29], and basically

states that the price of a given contingent claim should be equal to the minimal amount of money

that an investor has to be offered so that he becomes indifferent (in terms of utility) between the

situation where he has sold the claim and the one where he has not. Such an approach is therefore

very naturally linked to the general problem of investment and consumption under transaction
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costs, which has received a lot of attention since the seminal papers by Magill and Constantinides

[44] and Constantinides [17].

Following these two works which rather concentrated on the numerical aspects of the problem,

but contained already the fundamental insight that the no-transaction region is a wedge, Taksar,

Klass and Assaf [55] studied an ergodic version of the maximization, before the classical paper

of Davis and Norman put the problem into the modern framework of singular stochastic control

theory. Building upon these works, Soner and Shreve [51] proposed a comprehensive analysis of

the one-dimensional case (that is to say when there is only one risky asset in the market), using

the dynamic programming approach as well as the theory of viscosity solutions (see also the earlier

work of Dumas and Luciano [25] in this direction). Their approach was then extended to the

case of several risky assets by Akian, Menaldi and Sulem [2] (see also [1]). Starting from there, an

important strand of literature concerned itself with the problem of option pricing under transaction

costs via utility maximization.

The first important result in this direction was obtained by Davis, Panas and Zariphopoulou [24],

where they showed that the problem of pricing an European option in a market with proportional

transaction costs boiled down to solve two stochastic optimal control problems, whose value func-

tions were shown to be the unique viscosity solutions of quasi-linear variational inequalities. Then,

starting with the work of Barles and Soner [5], where they derived rigorously the limiting behavior

of the aforementioned value function as both the transaction costs and the investor risk tolerance

go to 0, many papers studied practically relevant limiting regimes. Indeed, the quasi-variational

inequalities derived in [24] are difficult to handle numerically, especially in high dimensions, which

make asymptotic expansions a lot more tractable1. Thus, Whalley and Wilmott [57] considered

a formal asymptotic expansion for small transaction costs, while Bouchard [9] and Bouchard, Ka-

banov and Touzi [12] showed rigorously that as the risk-aversion of the investor goes to infinity, the

utility indifference price of a contingent claim goes to the corresponding super-replication price.

The first rigorous proof of the result in [57] was obtained, in one dimension, in the appendix of

[51]. Since then, several rigorous results [7, 27, 30, 31, 49] (still in the one dimensional case), as

well as formal ones [4, 28, 38, 39] were also derived. Let us also point out the work [6] by Bichuch,

where the author obtained an asymptotic expansion of the utility indifference price of smooth

contingent claims in a market with small transaction costs and on risky asset having geometric

Brownian motion dynamics. However, the multidimensional problem, which presents intriguing

free boundary problems for which regularity results remain scarce (see for instance [50, 53] for

results in a related setting or the recent paper by Chen and Dai [16] which studies rigorously the

shape of the no-transaction region), has remained out of reach until the paper by Bichuch and

Shreve [8], where they treated the case of two risky assets which diffuse as arithmetic Brownian

motions. Nonetheless, their method of proof requires not only to construct sharp sub and super-

solutions to the dynamic programing equation satisfied by the value function, they also need to do

a lengthy coefficient matching for the formal expansion, which has to be done on 9 regions of the

space, which would become 3n regions for n risky assets, and is therefore ill-suited for arbitrary

dimensions. The breakthrough for the treatment of the general problem was achieved by Soner

and Touzi [54], where they connected the asymptotic expansion for small transaction costs to the

theory of homogenization. Hence, the first order term in their expansion is shown to be written in

1Let us nonetheless mention that starting with the paper by Dai and Yi [22], who showed that the solution to the

problem of optimal investment could be written as parabolic double obstacle problem, other numerical approaches

are available (see also [20] and [21]).
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terms of the so-called eigenvalue associated to the dynamic programming equation of an ergodic

stochastic control problem. This identification allows them to construct a rigorous proof similar to

the ones in homogenization theory, even though the problem at hand is not the typical incarnation

of such a type of problem, notably because the "oscillatory" (or "fast") variable only appears after

a change of variables and is not directly modeled in the original equations. Their approach, limited

to dimension one in [54], was robust enough to cover general Markovian dynamics for the risky

asset, as well as general utility functions (whereas the previous literature was limited to power

utility and geometric Brownian motion dynamics), was then extended to an arbitrary number of

risky assets in the model of Kabanov [33] by Possamaï, Soner and Touzi [48]. Since then, their

method received a lot of attention, enabling notably Altarovici, Muhle-Karbe and Soner [3] to treat

the fixed cost problem, Bouchard, Moreau and Soner [13] an hedging problem under expected loss

constraints and Moreau, Muhle-Karbe and Soner [46] a price impact model. Finally, we would also

like to mention the very recent paper by Kallsen and Li [37], which uses convex duality technics to

prove rigorously the expansion for small costs in possibly non-Markovian, one-dimensional models.

Our paper remains in the context of the general approach initiated by [54], and our main goal is

to provide rigorous asymptotic expansions of the utility indifference price of European contingent

claims in general Markovian, multidimensional models and with general utility functions. To

the best of our knowledge, the only related papers in the literature are [6] and the very recent

manuscript [13]. However, the level of generality we consider is new, in particular since both

these works are restricted to the one dimension case. Furthermore, [6] is restricted to exponential

utilities, because their scaling properties allow to deduce directly and completely explicitly the

price from the value function of the control problem. Hence, it suffices to obtain the expansion

for the value function to obtain the expansion for the price, whereas in our case, even though we

follow the same approach, the expansion for the price cannot be deduced so easily. Moreover, our

method of proof allows to weaken strongly the assumptions made in [6], since, for instance, we

roughly only need to assume C1-regularity of the option payoffs we consider, while [6] needed C4

regularity. When compared with [13], even though we think that their approach could reasonably

be extended to the same multi-dimensional setting as ours, the methods with which they approach

the problem is different from ours, since they attack directly the expansion for the price, while we

first start with an expansion for the value function. Besides, the set of assumptions under which

their result for the utility indifference price holds true also implies strong regularity for the payoff

functions, which makes our result more general in this regard.

The rest of the paper is organized as follows. In Section 2, we present succinctly the markets

we consider, with and without frictions, and we follow the general approach of [54] to give formal

asymptotics for both the value function and the utility indifference price. Section 3 is then devoted

to the main results of the paper, as well as the general assumptions under which we will be working

and the proof of the expansion for the price. Then, in Section 4, we discuss the particular example of

exponential utility and compare our result with the existing literature. Finally, Section 5 provides

the proofs of all the technical results of the paper.

Notations: Throughout the paper, we will denote, for any n ∈ N∗ and any (x, y) ∈ Rn × Rn, by

x · y the usual inner product on Rn. For any finite-dimensional normed vector space E, and for

any (n, p) ∈ N∗×N∗, Mn,p(E) will denote the space of n by p matrices whose elements take value

in E. When n = p, we simplify the notation Mn(E) := Mn,n(E). As usual, we identify Mn,1(E)

and En. By a slight abuse of notation, the norm associated to elements in Rn or Mn(E) will be

denoted by |·|. The transpose of a matrix M ∈ Mn,p(E) will be denoted by MT . We will also
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denote by 1n a vector in Rn whose entries are all equal to 1.

2 General setting

In this section we describe the problem and recall how to obtain formal asymptotics.

2.1 Financial market with frictions

We work on a given probability space (Ω,F ,P) on which is defined a d-dimensional Brownian

motion W . For a fixed time horizon T > 0, and for any t ∈ [0, T ], we define the filtration

Ft := (F t
s)t≤s≤T to be the completed natural filtration of the process W t, defined by W t

s :=

Ws −Wt, s ∈ [t, T ]. For notational simplicity, we let F := F0. The financial market consists of a

non-risky asset S0 and d risky assets with price process {St = (S1
t , . . . , S

d
t )

T , t ∈ [0, T ]} given by

the stochastic differential equations (SDEs),

dS0
t

S0
t

= r(t, St)dt,
dSi

t

Si
t

= µi(t, St)dt+

d∑

j=1

σi,j(t, St)dW
j
t , 1 ≤ i ≤ d,

where r : [0, T ] × Rd −→ R+ is the instantaneous interest rate and µ : [0, T ] × Rd −→ Rd,

σ : [0, T ] × Rd −→ Md(R) are the coefficients of instantaneous mean return and volatility, satis-

fying the standing assumptions that r, µ, σ are bounded and Lipschitz, and (σσT )−1 is bounded.

In particular, this guarantees the existence and the uniqueness of a strong solution to SDEs.

The portfolio of an investor is represented by the dollar value X invested in the non-risky asset,

the vector process Y = (Y 1, . . . , Y d)T of the value of the positions in each risky asset, and a short

position in a European option represented by some payoff function g : Rd −→ R+, that he has to

hold until the final time T . Starting from any time t ∈ [0, T ], these state variables are controlled

by the choices of the total amount of transfers Li,j
s , 0 ≤ i, j ≤ d, from the i-th to the j-th asset

cumulated between time t and s. Naturally, the control processes {Li,j
s , s ≥ t} are defined as

RCLL, nondecreasing, Ft-progressively measurable processes with Li,j
t−

= 0 and Li,i ≡ 0.

In addition to the trading activity, the investor consumes between time t and T at a rate determined

by a nonnegative Ft-progressively measurable process {cs, t ≤ s ≤ T}. Here cs represents the rate

of consumption in terms of the non-risky asset S0, which means that the investor can only consume

from the bank account. Such a pair ν := (c, L) is called a consumption-investment strategy. For

any t ∈ [0, T ] and any initial position (Xt− , Yt−) = (x, y) ∈ R × Rd, the portfolio positions of the

investor are given by the following state equation

dXu =
(
r(u, Su)Xu − cu

)
du+R0(dLu), and dY i

u = Y i
u

dSi
u

Si
u

+Ri(dLu), i = 1, . . . , d,

where

Ri(ℓ) :=

d∑

j=0

(
ℓj,i − (1 + ǫ3λi,j)ℓi,j

)
, i = 0, . . . , d, for all ℓ ∈ Md+1(R+),

is the change of the investor’s position in the i−th asset induced by a transfer policy ℓ, given a

structure of proportional transaction costs ǫ3λi,j for any transfer from asset i to asset j. Here,

ǫ > 0 is a small parameter, λi,j ≥ 0, λi,i = 0, for all i, j = 0, . . . , d, and the scaling ǫ3 is chosen

to state the expansion results simpler. In some instances, we may forbid transactions between
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certain assets by setting the corresponding transaction costs to +∞, however we will always allow

transactions from and to the bank account, that is to say that we always assume

λi,0 + λ0,i < +∞, i = 1, . . . , d.

For simplicity, we will also denote I := {(i, j) ∈ {0, . . . , d}2 , λi,j < +∞}. For given initial positions

St = s ∈ Rd
+, Xt− = x ∈ R, Yt− = y ∈ Rd and a given consumption-investment strategy ν, we

denote by S0,t,s, St,s, Xt,s,x,ν and Y t,s,y,ν the corresponding prices and state processes. Following

[12], the strategy ν will be said to be admissible for the initial position (t, s, x, y), if the induced

state process is well defined and satisfies the following solvency condition:

∃δν > 0 s.t. ((Xt,s,x,ν
r , (Y t,s,y,ν

r )T )T + δν(S0,t,s
r , (St,s

r )T )T ) ∈ Kǫ, for all r ∈ [t, T ], P−a.s.,

where the solvency region Kǫ is defined by:

Kǫ :=
{
(x, y) ∈ R× Rd : (x, yT )T +R(ℓ) ∈ R1+d

+ for some ℓ ∈ Md+1(R+)
}
.

The corresponding set of admissible strategies is denoted by Θǫ(t, s, x, y). The consumption-

investment problem is then the following maximization problem,

vǫ,g(t, s, x, y) := sup
ν∈Θǫ(t,s,x,y)

Et

[∫ T

t
κe−

∫ ξ
t k(ι,St,s

ι )dι U1(cξ)dξ + e−
∫ T
t

k(ξ,St,s
ξ )dξ U ǫ,g

2

]
, (2.1)

where κ ∈ {0, 1} is here so that we can consider simultaneously the problems with or without

consumption and where k : [0, T ]× Rd, U1 : R 7−→ R and U2 is defined by

U ǫ,g
2 := U2

(
ℓǫ
(
Xt,s,x,ν

T , Y t,s,y,ν
T

)
− g(St,s

T )
)
,

for some function U2 : R 7−→ R and the liquidation function ℓǫ : R× Rd 7−→ R defined by

ℓǫ(x, y) := sup
{
p ∈ R,

(
(x, yT )T − p(1,0Td )

T
)
∈ Kǫ

}
.

Such a liquidation function was considered (among others) in [9, 10, 12] and represents the maxi-

mum amount, in terms of cash, that the investor can achieve by liquidating its positions in all the

risky assets. It is also proved in [9, 10, 12], that the function ℓǫ can be rewritten as

ℓǫ(x, y) = inf
r∈K∗

ǫ

(x, yT )T · r, (2.2)

where

K∗
ǫ :=

{
r ∈ Rd+1

+ , r0 = 1 and rj − (1 + ǫ3λi,j)ri ≤ 0, 0 ≤ i, j ≤ d
}
.

Moreover we assume that U1 and U2 are utility functions which are C2, increasing and strictly

concave. We also denote the convex conjugate of U1 by,

Ũ1(c̃) := sup
c>0

{
U1(c) − cc̃

}
, c̃ ∈ R,

and by Supp(Ũ1) its support, that is to say the points c̃ ∈ R such that Ũ1(c̃) < +∞. Finally, for

future reference, we have the following expansion for the function ℓǫ

Lemma 2.1. We have, uniformly on compact sets, 0 ≤ lim
ǫ↓0

x+y·1d−ℓǫ(x,y)
ǫ3

< +∞.
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Proof It is easy to see using (2.2) that for any (x, y) ∈ Rd+1

0 ≤ x+ y · 1d − ℓǫ(x, y) = sup
r∈K∗

ǫ

d∑

i=1

yi(1− ri) ≤ sup
r∈K∗,0

ǫ

d∑

i=1

yi(1− ri),

where K∗,0
ǫ contains K∗

ǫ and is defined by

K∗,0
ǫ :=

{
r ∈ Rd+1

+ , r0 = 1 and
1

1 + ǫ3λj,0
≤ rj ≤ (1 + ǫ3λ0,j), 0 ≤ j ≤ d

}
.

Then, the following immediate consequence finishes the proof

sup
r∈K∗,0

ǫ

d∑

i=1

yi(1− ri) = ǫ3
d∑

i=1

(
(yi)+

λi,0

1 + ǫ3λi,0
+ (yi)−λ0,i

)
.

✷

2.2 The Merton problem without frictions

The Merton value function vg := v0,g corresponds to the limiting case ǫ = 0, where there is no

transaction costs. In this case, there is no longer any need to keep track of the transfers between

the different assets, and we can take as a state variable the total wealth obtained by aggregating

the positions on all the assets. We therefore define Z := X + Y · 1d. The dynamics of Z is

dZt = (r(t, St)Zt − ct) dt+

d∑

i=1

Y i
t

(
dSi

t

Si
t

− r(t, St)dt

)
. (2.3)

For given initial positions St = s ∈ Rd
+, Zt = z ∈ R+ and a given consumption-investment strategy

v := (c, Y ) ∈ R+ ×Rd, we denote by Zt,s,z,v the corresponding wealth process. In this context, for

any (t, s, z) ∈ [0, T ] × Rd × R+, the set of admissible investment-consumption strategies starting

from time t consists of the controls v s.t. Zt,s,z,v is well-defined and there exists δv > 0 satisfying

Zt,s,z,v
r ≥ −δv(S0,t,s

r , (St,s
r )T )T · 1d+1, r ∈ [t, T ], P− a.s.

We denote this set by Θ0(t, s, z). The value function of the Merton problem is then

vg(t, s, z) := sup
v∈Θ0(t,s,z)

Et

[∫ T

t
κe−

∫ ξ
t k(ι,Sι)dιU1(cξ)dξ + e−

∫ T
t k(ξ,Sξ)dξ U0,g

2

]
, (2.4)

where we have defined U0,g
2 := U2(Z

t,s,z,v
T − g(St,s

T )). We assume in the following that vg is smooth,

and the unique classical solution of the HJB equation

kvg − rzvgz − L0vg − κŨ1(v
g
z )− sup

y∈Rd

{
y ·
(
(µ− r1d)v

g
z + σσTDszv

g
)
+

1

2
|σTy|2vgzz

}
= 0

vg(T, s, z) = U2(z − g(s)), (2.5)

where Dsz :=
∂
∂zDs, and

L0 :=
∂

∂t
+ µ ·Ds +

1

2
Tr
[
σσTDss

]
, (2.6)

with for i, j = 1, . . . , d,

Di
s := si

∂

∂si
, Di,j

ss := sisj
∂2

∂si∂sj
, Ds = (Di

s)1≤i≤d, and Dss := (Di,j
ss )1≤i,j≤d.
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Moreover, for a smooth scalar functions (t, s, x, y) ∈ [0, T ] × Rd
+ × R × Rd 7−→ ψ(t, s, x, y) and

(t, s, z) ∈ [0, T ]× Rd
+ × R+ 7−→ ϕ(t, s, z) we set

ψx :=
∂ψ

∂x
∈ R, ψy :=

∂ψ

∂y
∈ Rd, ϕz :=

∂ϕ

∂z
∈ R.

The optimal consumption and positioning in the various assets are defined by the functions

cg(t, s, z) and yg(t, s, z) defined, for any s ∈ Rd
+ and any z ∈ R+ by

cg(t, s, z) := −κŨ ′
1 (v

g
z(t, s, z)) = κ

(
U ′
1

)−1
(vgz (t, s, z)) (2.7)

−vgzz(t, s, z)σσT(t, s)yg(t, s, z) = (µ − r1d)(t, s)v
g
z (t, s, z) + σσT(t, s)Dszv

g(t, s, z). (2.8)

2.3 The utility indifference price

We are interested in the so-called utility indifference price of the European option g, in both models

with or without frictions. They are defined respectively by:

pǫ,g(t, s, x) := inf
{
p ∈ R : vǫ,g(t, s, x+ p, 0) ≥ vǫ,0(t, s, x, 0)

}
(2.9)

pg(t, s, x) := inf
{
p ∈ R : vg(t, s, x+ p) ≥ v0(t, s, x)

}
, (2.10)

where vǫ,0 and v0 correspond respectively to the value functions of the problems (2.1) and (2.5)

without the option, that is to say when g = 0. Notice also that we consider here that the initial

endowments of the investor are in cash only. This is purely for simplicity and all our results could

be easily generalized if we allow the investor to have a non-zero position on the risky assets for the

problem with frictions.

2.4 Dynamic programming

The dynamic programming equation corresponding to the singular stochastic control problem vǫ,g

involves the following differential operators. Let:

L :=
∂

∂t
+ µ · (Ds +Dy) + rDx +

1

2
Tr
[
σσT (Dyy +Dss + 2Dsy)

]
, (2.11)

and for i, j = 1, . . . , d,

Dx := x
∂

∂x
, Di

y := yi
∂

∂yi
, Di,j

yy := yiyj
∂2

∂yi∂yj
, Di,j

sy := siyj
∂2

∂si∂yj

Dy = (Di
y)1≤i≤d, Dyy := (Di,j

yy)1≤i,j≤d, Dsy := (Di,j
sy )1≤i,j≤d.

Theorem 2.1. Assume that vǫ,g is locally bounded, then it is a viscosity solution of




min
(i,j)∈I

{
kvǫ,g − Lvǫ,g − κŨ1(v

ǫ,g
x ), Λǫ

i,j · (v
ǫ,g
x , (vǫ,gy )T )T

}
= 0, (t, s, x, y) ∈ [0, T )× Rd

+ ×Kǫ

vǫ,g(T, s, x, y) = U2 (ℓ
ǫ(x, y)− g(s)) , (s, x, y) ∈ Rd

+ ×Kǫ,

(2.12)

where Λǫ
i,j := ei−ej+ ǫ3λi,j ei, 0 ≤ i, j ≤ d. Moreover vǫ,g converges to the Merton value function

vg, as ǫ tends to zero.

Let us point out that the result as stated above does not seem to be present in the literature

(at least as far as we know) on the subject. Several related results, can be found however, for

instance with infinite time-horizon and without consumption (see Kabanov and Safarian [36]), or

when consumption and transfers between the risky assets are not allowed (see Akian, Menaldi and

Sulem [2] or Akian, Séquier and Sulem [1]). Nonetheless, this is a classical result and does not lie

at the heart of our analysis. We will therefore refrain from writing its proof.
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2.5 Formal Asymptotics for the value function

Based on [54] and [48], we postulate the following expansion for (t, s, x, y) ∈ [0, T )× Rd
+ ×Kǫ

vǫ,g(t, s, x, y) = vg(t, s, x, y)− ǫ2ug(t, s, z)− ǫ4wg(t, s, z, ξ) + ◦(ǫ2), (2.13)

where we recall that z = x+ y · 1d and we define the "fast" variable ξ ∈ Rd by

ξi := ξiǫ(t, s, x, y) =
yi − yg,i(t, s, z)

ǫ
, 1 ≤ i ≤ d,

with the additional useful convention ξ0 = 0. We now derive the key equations verified by ug and

wg, from the dynamic programming equation (2.12). The easiest part corresponds to the gradient

constraint in (2.12). By straightforward formal calculations, we have for (i, j) ∈ I

Λǫ
i,j · (vǫ,gx , (vǫ,gy )T )T = ǫ3

(
λi,jvgz + (ei − ej) ·Dξw

g
)
+ ◦(ǫ3) = ǫ3

(
λi,jvgz + wg

ξi
− wg

ξj

)
+ ◦(ǫ3).

We now explore the drift condition in (2.12). Thank to the linearity of L, we decompose the

calculation in several parts. First of all we have using (2.4) and (2.8)

kvg − Lvg − κŨ1(v
g
x) = kvg − vgt − µ ·Dsv

g − rzvgz + y · (r1d − µ) vgz

− 1

2
Tr
[
σσT (Dyyv

g +Dssv
g + 2Dsyv

g)
]
− κŨ1 (v

g
x)

= (yg − y) ·
(
(µ− r1d) v

g
z + σσTDszv

g
)
+

1

2
|σTyg|2vgzz −

1

2
|σT y|2vgzz

= − 1

2

∣∣σT (yg − y)
∣∣2 vgzz = −ǫ

2

2

∣∣σT ξ
∣∣2 vgzz. (2.14)

Similarly, we obtain by straightforward but tedious calculations that

ǫ4 (kwg − Lwg) =
ǫ4

2
Tr [Dyyw

g +Dssw
g + 2Dsyw

g] + ◦(ǫ2) = ǫ2

2
Tr
[
αg(αg)Twg

ξξ

]
+ ◦(ǫ2),

where the diffusion coefficient is given by

αg(t, s, z) :=
[(
Id − yg

z(t, s, z)1
T
d

)
diag[yg(t, s, z)] − (yg

s)
T (t, s, z)diag[s]

]
σ(t, s). (2.15)

This calculation highlights the role played by the so-called fast variable ξ. Indeed any of the second

order derivatives of wg with respect to s or y, corresponds to a second-order derivative of ŵg scaled

by 1/ǫ2. These terms are then exactly of the same order as the one obtained above. Finally it is

obvious that, using the definition of cg in (2.7):

κŨ1(v
ǫ,g
x )− κŨ1(v

g
x) + κcg(vǫ,gx − vgx) = κŨ1(v

ǫ,g
x )− κŨ1(v

g
x)− ǫ2κcgugz + ◦(ǫ2) = ◦(ǫ2).

Combining these approximations and putting them into the drift condition of (2.12), we obtain

that ug must be solution of the second corrector equation:

{
Agug = ag(t, s, z), (t, s, z) ∈ [0, T )× (0,+∞)d+1

ug(T, s, z) = 0, (s, z) ∈ (0,+∞)d+1,
(2.16)

where the differential operator Ag is defined by

Agu := ku− L0u−
(
rz + yg · (µ− r1d)− κcg

)
uz −

1

2
|σTyg|2 uzz − σσTyg ·Dszu,
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and the function ag is the second component of the solution (wg, ag) of the first corrector equation:

max
(i,j)∈I

max

{∣∣σT (t, s)ξ
∣∣2

2
vgzz(t, s, z) −

1

2
Tr
[
αg(αg)T (t, s, z)wg

ξξ(t, s, z, ξ)
]
+ ag(t, s, z) ,

−λi,jvgz (t, s, z) +
∂wg

∂ξi
(t, s, z, ξ) − ∂wg

∂ξj
(t, s, z, ξ)

}
= 0, ξ ∈ Rd. (2.17)

Remark 2.1. Notice that we consider naturally (2.17) only on [0, T ) × R+ × R+, because since

the value function is known at time T , its expansion is trivial. Since we enforce that the function

ug solution of the second corrector equation (2.16) is null at time T , it would seem reasonable to

think that the expansion (2.13) also holds at time T . However, as we will see in our proofs, this

will usually only be true if the Merton value function and the corresponding optimal strategy are

smooth enough at time T . If explosions are allowed at time T (which, as pointed out in Section

4, can happen for the derivatives of yg if g is a Call option), then the remainder in the expansion

(2.13) can become unbounded near T . In the previous works by Bichuch [6] and Bouchard, Moreau

and Soner [13], strong regularity on vg up to time T was assumed (which implies then that the

payoff g has to be regular), in order to prevent yg and several of its derivatives from exploding at

T . With our method however, this is no longer needed. We refer the reader to Section 3.1 for more

details on our assumptions.

Finally, we recall from [54] and [48] the following normalization. Set

ηg(t, s, z) := − vgz(t, s, z)

vgzz(t, s, z)
, ρ :=

ξ

ηg(t, s, z)
, wg(t, s, z, ρ) :=

wg(t, s, z, ηg(t, s, z)ρ)

ηg(t, s, z)vgz (t, s, z)
,

ag(t, s, z) :=
ag(t, s, z)

ηg(t, s, z)vgz (t, s, z)
, ᾱg(t, s, z) :=

αg(t, s, z)

ηg(t, s, z)
,

so that the corrector equations with variable ρ ∈ Rd have the form,





max
(i,j)∈I

max

{
−
∣∣σT (t, s)ρ

∣∣2

2
− 1

2
Tr
[
ᾱg(ᾱg)T (t, s, z)wg

ρρ(t, s, z, ρ)
]
+ ag(t, s, z) ;

−λi,j + ∂wg

∂ρi
(t, s, z, ρ) − ∂wg

∂ρj
(t, s, z, ρ)

}
= 0

Agug(t, s, z) = vgz (t, s, z)ηg(t, s, z)ag(t, s, z).

(2.18)

We emphasize that the first corrector equation (2.18) is an equation for the variable ξ, (t, s, z)

are only parameters. Moreover, the wellposedness of this equation has been obtained in [48]. We

recall below the properties of wg that we will use. Before stating the result, let us define the

following closed convex subset of Rd, and the corresponding support function, with the convention

that ρ0 = 0

C :=
{
ρ ∈ Rd : −λj,i ≤ ρi − ρj ≤ λi,j, (i, j) ∈ I

}
, δC(ρ) := sup

u∈C
u · ρ, ρ ∈ Rd.

Proposition 2.1. Assume that ᾱg(t, s, z) is non-degenerate for any (t, s, z) ∈ [0, T ) × Rd
+ × R+.

Then there exists a unique solution (wg, ag) of the equation (2.18), such that ag ∈ R+, ρ 7−→
wg(t, s, z, ρ) is C1 in Rd with a Lipschitz gradient, such that the following growth condition holds

lim
|ρ|→+∞

wg(t, s, z, ρ)

δC(ρ)
= 1,
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and such that wg(·, 0) = 0. Moreover, for any (t, s, z) ∈ [0, T )×Rd
+×R+, wg(t, s, z, ·) is convex, the

set Og
0(t, s, z) :=

{
ρ ∈ Rd, wg

ρ(t, s, z, ρ) ∈ int(C)
}

is open and bounded, the map ρ 7−→ wg(t, s, z, ρ)

is C∞ on Og
0(t, s, z), w

g(t, s, z, ρ) attains its minimum in ρ at some point ρ∗(t, s, z) in Og
0(t, s, z),

and there is a constant M > 0 s.t. 0 ≤ wg
ρρ(t, s, z, ρ) ≤M1Og

0(t,s,z)
(ρ) for a.e. ρ ∈ Rd.

Of course, under suitable regularity assumptions on ηg and vgz , wg satisfies similar properties.

2.6 Formal asymptotics for the utility indifference price

We now develop an expansion for pǫ,g, using the expansion of vǫ,g defined in (2.13). We first recall

that, at least formally, for ϑ = 0 or g

vǫ,ϑ(t, s, x, y) = vϑ(t, s, x, y) − ǫ2uϑ(t, s, z) + ◦(ǫ2).

Then, at least if vǫ,g is increasing with respect to x, pǫ,g(t, s, x) should be such that:

vǫ,g(t, s, x+ pǫ,g(t, s, x), 0) = vǫ,0(t, s, x, 0).

We conjecture (and will prove under natural assumptions) that pǫ,g satisfies the following expansion

pǫ,g(t, s, x) = pg(t, s, x) + ǫ2hg(t, s, x) + ◦(ǫ2), (2.19)

for some function hg to be determined. Using (2.13), we obtain formally

v0(t, s, x)− ǫ2u0(t, s, x) + ◦(ǫ2) = vg(t, s, x+ pg(t, s, x)) + ǫ2vgx(t, s, x+ pg(t, s, x))hg(t, s, x)

− ǫ2ug(t, s, x+ pg(t, s, x)) + ◦(ǫ2).

Since by definition we have v0(t, s, x, 0) = vg(t, s, x+ pg(t, s, x)), we deduce:

hg(t, s, x) =
ug(t, s, x+ pg(t, s, x)) − u0(t, s, x)

vgx(t, s, x+ pg(t, s, x))
.

3 Main results

We recall from [54] the following notations. For any f(s, x, y), we define the change of variable:

f̂(t, s, z, ξ) := f
(
t, s, z − ǫξ · 1d − yg(t, s, z) · 1d, ǫξ + yg(t, s, z)

)
.

We then define

ūǫ,g(t, s, x, y) :=
vg(t, s, z) − vǫ,g(t, s, x, y)

ǫ2
, s ∈ Rd

+, (x, y) ∈ Kǫ, (3.1)

and its relaxed semi-limits:

ug,∗(t, s, x, y) := lim
(ǫ,t′,s′,x′,y′)−→(0,t,s,x,y)

ūǫ,g(t′, s′, x′, y′),

ug∗(t, s, x, y) := lim
(ǫ,t′,s′,x′,y′)−→(0,t,s,x,y)

ūǫ,g(t′, s′, x′, y′).

Finally, we introduce, uǫ,g(t, s, x, y) := ūǫ,g(t, s, x, y) − ǫ2wg(t, s, z, ξ), s ∈ Rd
+, (x, y) ∈ Kǫ.
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3.1 Assumptions

In all the following, we consider payoff functions g and functions r, µ and σ such that the following

four assumptions hold.

Assumption 3.1 (Smoothness of yg, vg, y0 and v0). For ϑ = 0 or g, we have

(i) The map vϑ(t, s, z) is C1,2,2 in [0, T )× (0,+∞)d+1 and C0,0,0 in [0, T ]× (0,+∞)d+1. Moreover,

for any (t, s) ∈ [0, T ] × (0,+∞)d, the map z 7−→ vϑ(t, s, z) is C1 in (0,+∞) and we have

vϑz (t, s, z) > 0, (t, s, z) ∈ [0, T ]× (0,+∞)d+1,
∣∣∣vϑzz

∣∣∣ (t, s, z) ≤ C(s, z)

(T − t)1−µ
, (t, s, z) ∈ [0, T ) × (0,+∞)d+1,

for some continuous function C and some µ ∈ (0, 1].

(ii) The map yϑ(t, s, z) is C1,2,2 in [0, T )×(0,+∞)d+1 and C0,0,0 in [0, T ]×(0,+∞)d+1. Moreover,

for any (t, s) ∈ [0, T ]× (0,+∞)d, the map z 7−→ yϑ(t, s, z) is C1 in (0,+∞) and there exist some

constants (c0, c1, η) ∈ (0,+∞)× (0,+∞) × (0, 1] such that for any (t, s, z) ∈ [0, T ]× (0,+∞)d+1

yϑ,i
z (t, s, z) > 0, c0 ≤ yϑ

z (t, s, z) · 1d and
[
αϑ(αϑ)T

]
(t, s, z) ≥ c1Id, 1 ≤ i ≤ d,

and for any (t, s, z) ∈ [0, T ) × (0,+∞)d+1

[∣∣∣yϑ
t

∣∣∣+
∣∣∣yϑ

s

∣∣∣+
∣∣∣yϑ

zz

∣∣∣+
∣∣∣yϑ

sz

∣∣∣+
∣∣∣yϑ

ss

∣∣∣
]
(t, s, z) ≤ C(s, z)

(T − t)1−η
,

for some continuous function C.

Remark 3.1. It can be readily checked that if it happens that yϑ does not depend on z, then even

though Assumption 3.1(ii) does not hold (since yϑ
z = 0), all our subsequent proofs still go through.

It will be important for us later on when we treat the case of exponential utility in Section 4.1.

Remark 3.2. We assumed here that the first-order derivatives of vϑ and yϑ with respect to z are

well defined at T , unlike the other derivatives which may not exist at T . This is basically due to

the so-called remainder estimate that we obtain in Lemma 5.4, since these terms are the only ones

which appear in conjunction with Ũ1 and its derivatives. We may have let them explode at time

T with a certain speed, but we would then have needed to control the growth at infinity of Ũ1 and

its derivatives. The above assumptions being already technical, we refrained from doing so, but we

insist on the fact that in particular examples, our general conditions may be readily improved simply

by looking at the remainder estimate obtained and using it in the proof of the viscosity subsolution

property at the boundary in Section 5.4.

We now state an assumption on the regularity of the solution of the first corrector equation with

respect to the parameters (t, s, z).

Assumption 3.2 (First corrector equation: regularity on the parameters). For ϑ = 0 or g, the

set Oϑ
0 (t, s, z) (see Proposition 2.1) as well as aϑ(t, s, z) and ρ∗(t, s, z) are continuous in (t, s, z) ∈

[0, T ) × (0,+∞)d+1. Moreover, both wϑ and w̃ϑ(·, ξ) := wϑ(·, ξ) − wϑ(·, ηϑ(·)ρ∗(·)) are C1,2,2 in

[0, T )× (0,+∞)d+1 and satisfy for any (t, s, z, ξ) ∈ [0, T ) × (0,+∞)d+1 × Rd

(|̟t|+ |̟s|+ |̟ss|+ |̟z |+ |̟sz|+ |̟zz|) (t, s, z, ξ) ≤ C(t, s, z) (1 + |ξ|) (3.2)

(|̟ξ|+ |̟sξ|+ |̟zξ|) (t, s, z, ξ) ≤ C(t, s, z), (3.3)

for ̟ = wϑ or w̃ϑ and for some continuous function C(t, s, z).
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The above assumption can be readily verified in dimension d = 1 for which the functions wg and

ag are given explicitly in terms of the Merton value function and its derivatives. However, it would

be a very difficult task to verify it in the general framework considered here. Our intention is

simply to state directly what are the kind of regularity we must assume to recover the expansions,

and then these can be checked on particular examples. For further reference, we also insist on the

fact that by definition, the function w̃g is non-negative.

A fundamental step in any homogenization proof is to show that the correctors are uniformly

locally bounded. In our context, this means that we need to show that ūǫ,g is locally uniformly

bounded. Since by definition it is a positive quantity, we only need an upper bound. We put this

as an assumption.

Assumption 3.3 (Local bound of ūg). The family of functions ūǫ,g is locally uniformly bounded

from above.

Of course, one could argue that we are avoiding a major problem here. However, exactly as

for the previous assumption, given the level of generality we are working with, verifying that it

holds for generic models goes beyond the scope of this paper. However, we will show later on in

Section 4.1.1 that when utilities are exponential and under an additional regularity assumption

(which is always satisfied when d = 1), Assumption 3.3 is satisfied. Let us nonetheless sketch the

arguments of an alternative approach which would not require in general this additional regularity

assumption. First of all, notice that we can without loss of generality only consider the case where

all the λi,j = +∞ for 1 ≤ i, j ≤ d and where κ = 0 (i.e. no consumption allowed). Indeed, the

corresponding value function is clearly smaller than vǫ,g, and thus the corresponding ūǫ,g is greater

than the one for which we want to find an upper bound. Hence, it suffices to consider this case.

The first step is then to construct a regular viscosity sub-solution to the dynamic programming

equation (2.12) which has the form

V ǫ,K(t, s, z, ξ) := vg(t, s, z)− ǫ2Kug(t, s, z) − ǫ4wg(t, s, z, ξ),

where ug and wg are the solutions to the corrector equations and where K is a large constant.

Indeed, using comparison for (2.12), this would then imply that V ǫ,K ≤ vǫ,g, from which we can

immediately deduce the required upper bound for ūǫ,g.

Of course, the first problem would then be that we are not sure that ug and wg are smooth. For

ug, since it is the solution to a linear PDE, this could be readily checked as soon as we have

enough regularity on ag. However, for wg as soon as d > 1, we cannot reasonably expect it to

be more than C1 in ξ, since variational inequalities with gradient constraints in dimension greater

than 1 are generally not C2. Nonetheless, this issue can easily be solved by replacing wg by a

function W g(t, s, z, ξ) = ŵg(ηg(t, s, z)ρ)/(ηg(t, s, z)vgz (t, s, z)), where ŵg is the first component of

the solution (ŵg, âg) to the following equation,

max
0≤i≤d

max

{
−c

∗
1 |ρ|2
2

− c∗2
2
∆ŵ(ρ) + â , −λ̂i + ∂ŵ

∂ρi
(ρ) , −λ̃i − ∂ŵ

∂ρi
(ρ)

}
= 0, (3.4)

with the normalization ŵ(0) = 0 and where the positive constants c∗1, c
∗
2, λ̂

i, λ̃i are s.t. for some

constant M > 0

c∗1Id ≥ σσT , c∗2Id ≥ ᾱg(ᾱT )g, λ̂i = λ̃i =Mλ :=M max
(i,j)∈I

λi,j.
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Then, as shown in [48], the unique solution ŵg is given as, ŵg(ρ) =
∑d

i=1 w̃g
i (ρi), where w̃g

i is the

explicit solution of the corresponding 1-d problem, which is known explicitly and is C2.

To prove the viscosity sub solution property, one can then argue exactly as in the proof of Lemma

3.1 in [48]. This proof is made under assumptions ensuring homotheticity in z of the functions ap-

pearing, but the general approach will be valid in other cases as well, albeit with more complicated

computations. For instance, in the case where U2 is an exponential utility, and the frictionless

market is the Black-Scholes model, the dependence in (t, s, z) of all quantities involved is known

explicitly (see the formulas in Section 4 for details). Basically, one has to check that for M large

enough the gradient constraints

Λǫ
i,0 · (V ǫ,K

x , V ǫ,K
yi ) ≤ 0, holds whenever Mλ+

∂ŵ

∂ρi
(ρ) ≤ 0,

Λǫ
0,i · (V ǫ,K

x , V ǫ,K
yi ) ≤ 0, holds whenever −Mλ+

∂ŵ

∂ρi
(ρ) ≤ 0.

Then, by choosing K large enough, one has to show that the diffusion operator in (2.12) applied

to V ǫ,K is a non-positive quantity, which would then give the desired result.

Since we assumed that ūǫ,g is uniformly locally bounded, we can define for (t0, s0, x0, y0) ∈ [0, T ]×
(0,∞)d × R× Rd with x0 + y0 · 1d > 0

b(t0, s0, x0, y0) := sup
{
uǫ,g(t, s, x, y) : (t, s, x, y) ∈ Br0(t0, s0, x0, y0), ǫ ∈ (0, ǫ0]

}
. (3.5)

Then using the continuity of wg, there exists r0(t0, s0, x0, y0) > 0 and ǫ0(t0, s0, x0, y0) > 0 such

that b(t0, s0, x0, y0) <∞.

Our final assumption ensures that we have a comparison theorem for the second corrector equation.

Assumption 3.4 (Second corrector equation: comparison). For ϑ = g or 0, there exists a set of

functions C which contains u∗,ϑ and uϑ∗ and such that u1 ≥ u2 on [0, T ] × (0,+∞)d+1, whenever

u1 (resp. u2) is a l.s.c. (resp. u.s.c.) viscosity super-solution (resp. sub-solution) of (2.16) in C.

Once again, we will not attempt to verify this assumption. Nonetheless, we insist on the fact that

the PDE (2.16) is linear, so that we can reasonably expect that a comparison theorem on the class

of functions with polynomial growth will hold as soon as ag itself has polynomial growth.

3.2 The results

Theorem 3.1 (Convergence of uǫ,g). Under assumptions 3.1, 3.2, 3.3 and 3.4, the sequence ūǫ,g

converges locally uniformly to a function ug depending only on (t, s, z) and which is the unique

viscosity solution of (2.16).

The proof is relegated to Section 5.

Theorem 3.2 (Expansion of the utility indifference price). Under assumptions 3.1, 3.2, 3.3 and

3.4, we have for all (t, s, x):

pǫ,g(t, s, x)− pg(t, s, x)− ǫ2hg(t, s, x)

ǫ2
−→ 1, locally uniformly as ǫ −→ 0,

where hg(t, s, x) := ug(t,s,x+pg(t,s,x))−u0(t,s,x)
vgz (t,s,x+pg(t,s,x))

.
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Proof Step 1: We first show that pg is continuous in (t, s, z). Since vg and v0 are C2 and vg is

partially strictly concave w.r.t. z, we have that vgz > 0. The continuity of pg follows easily. Indeed

assume on the contrary that there exists (t0, s0, x0), ǫ > 0 and (tn, sn, xn) −→ (t0, s0, x0) s.t.

|pg(tn, sn, xn)− pg(t0, s0, x0)| > ǫ.

W.l.o.g., we can assume that pg(tn, sn, xn) > pg(t0, s0, x0) + ǫ. Then we have by definition of pg

and the fact that vg is increasing w.r.t. the x-variable that for all n ≥ 0

vg(tn, sn, xn + pg(t0, s0, x0) + ǫ) < v0(tn, sn, xn), (3.6)

vg(t0, s0, x0 + pg(t0, s0, x0) + ǫ) > v0(t0, s0, x0). (3.7)

Then by continuity of vg and v0 we obtain from (3.6) that vg(t0, s0, x0 + pg(t0, s0, x0) + ǫ) ≥
v0(t0, s0, x0), which contradicts (3.7).

Step 2: Let (t0, s0, x0) ∈ [0, T ] × Rd
+ × R+. We consider r > 0 s.t. on B̄r(t0, s0, x0), the quantity

uǫ,g(t, s, x + pg(t, s, x)) and uǫ,0(t, s, x) converge uniformly to, respectively, ug(t, s, x + pg(t, s, x))

and u0(t, s, x). Notice that the existence of r is guaranteed by the result of Theorem 3.1, together

with the fact that pg is continuous. We use the notations pg (resp. hg) for pg(t, s, x) (resp.

hg(t, s, x)) for simplicity. For any δ ∈ (−1, 1), we have uniformly on B̄r(t0, s0, x0):

vǫ,g(t, s, x+ pg + ǫ2hg + ǫ2δ, 0) = vg(t, s, x+ pg) + ǫ2 (hg + δ) vgx(t, s, x+ pg)

− ǫ2u(t, s, x+ pg) + ◦(ǫ2)
= vǫ,0(t, s, x) + ǫ2δvgz (t, s, x+ pg) + ◦(ǫ2).

Hence, the following holds uniformly on B̄r(t0, s0, x0)

vǫ,g(t, s, x+ pg + ǫ2hg + ǫ2δ) − vǫ,0(t, s, x)

ǫ2
= δvgz (t, s, x+ pg) + ◦(1). (3.8)

We now claim that for any δ > 0, there is some ǫ∗(δ) such that we have for ǫ ≤ ǫ∗(δ) that on

B̄r(t0, s0, x0):

pg(t, s, x) + ǫ2hg(t, s, x)− ǫ2δ ≤ pǫ,g(t, s, x) ≤ pg(t, s, x) + ǫ2hg(t, s, x) + ǫ2δ,

which implies directly the required result. It remains to prove the claim. Assume on the contrary

that we have δ > 0 and (ǫn, tn, sn, xn), where for all n ≥ 0, (tn, sn, xn) ∈ B̄r(t0, s0, x0) and ǫn −→ 0,

such that, for example, for all n ≥ 0

pǫn,g(tn, sn, xn) > pg(tn, sn, xn) + ǫ2nh
g(tn, sn, xn) + ǫ2nδ.

Then by definition of pǫ,g, we have that

vǫn,g(tn, sn, xn + pg + ǫ2nh
g + ǫ2nδ) − vǫn,0(tn, sn, xn) ≤ 0,

which contradicts (3.8) for n large enough. The other inequality can be shown similarly.
✷
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4 Examples and applications

In this Section we will specialize our discussion to a simpler case, in order to highlight how our

method allows not only to recover existing results but to go beyond them. Throughout the section,

we place assume a Black-Scholes dynamic for the risky asset, that is µ, σ and r are constant. The

investor also aims at solving the following versions of the stochastic control problems (2.1) and

(2.4)

vǫ,g(t, s, x, y) := sup
(c,L)∈Θǫ(t,s,x,y)

Et

[∫ T

t
κU1(cξ)dξ + U2

(
ℓǫ
(
Xt,s,x,y

T , Y t,s,x,y
T

)
− g(ST )

)]
, (4.1)

vg(t, s, z) := sup
(c,θ)∈Θ0(t,s,z)

Et

[∫ T

t
κU1(cξ)dξ + U2

(
Zθ,t,s,z
T − g(ST )

)]
, (4.2)

corresponding to the case k = 0 in (2.1). We will now show, for a particular choice of utility

functions, that we can calculate almost explicitly all the quantities involved in the asymptotic

expansion (2.19), as well as check that all our assumptions hold under certain explicit conditions.

For further reference and use, we recall that in this setting, the so-called Black-Scholes price of the

claim g, denoted by V g is given by

V g(t, s) := E
Q
t

[
e−r(T−t)g(St,s

T )
]
,

where Q is the so-called risk neutral pricing measure defined by

dQ

dP
= E

(
−σ−1(µ − r1d) ·WT

)
.

Moreover, it is a well known result that as soon as g has sub-exponential growth at infinity, V g is

also the unique (classical) solution to the following PDE

−V g
t − r1d ·DsV

g
s − 1

2
Tr
[
σσTDssV

g
]
+ rV g = 0, (t, s) ∈ [0, T )× (0,+∞)d, V g(T, ·) = g(·).

(4.3)

We also recall that in the special case where d = 1, [54] gave an explicit solution to the 2nd

corrector equation (see their Section 4.1),

wg(t, s, z, ξ) =




(
vgz

[
− σ2

12(ηg)2(αg)2
ξ4 +

σ2

2(ηg)2(αg)2
ξ20ξ

2 +
λ1,0 − λ0,1

2
ξ

])
(t, s, z), if |ξ| ≤ ξ0

vgz (t, s, z)

[
− 3

16

(
λ1,0 + λ0,1

)
ξ0 − λ0,1ξ

]
, if ξ ≤ −ξ0

vgz (t, s, z)

[
− 3

16

(
λ1,0 + λ0,1

)
ξ0 + λ1,0ξ

]
, if ξ ≥ ξ0,

(4.4)

where

ξ0 := ξ0(t, s, z) := ηg(t, s, z)

(
3

4

(αg)2(t, s, z)

(ηg)2(t, s, z)σ2
(
λ1,0 + λ0,1

))1/3

,

which in turn allows us to have an explicit form for the function ag(t, s, z) in terms of the Merton

value function

ag(t, s, z) =
σ2vgz (t, s, z)

2ηg(t, s, z)
ξ20(t, s, z). (4.5)

Let us now assume throughout this section that U1(x) = U2(x) = −e−γx, for some γ > 0.
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4.1 Derivation of the expansion

We start by giving the solution to the Merton problem corresponding to ǫ = 0. In the case κ = 0

(no consumption), the solution when d = 1 can be found for instance in [6] (see also the references

therein). The generalization to the consumption and multidimensional case is an easy (but lengthy)

exercise, so that we omit its proof.

Proposition 4.1. The value function for the stochastic control problem (4.2) is given for any

(t, s, z) ∈ [0, T ]× R+ × R+ by

vg(t, s, z) = − exp
(
− γv1(t) (z − V g(t, s)) + v2(t)

)
,

provided that κvgz (t, s, z) ≤ γ, and where

v1(t) :=
r

κ+ e−r(T−t)(r − κ)

v2(t) :=
1

κer(T−t) + r − κ

[
1

2
(σσT )−1(µ − r1d) · (µ− r1d)(κ − r)(T − t)− κr(T − t)er(T−t)

−κ
(
er(T−t) − 1

)( 1

2r
(σσT )−1(µ − r1d) · (µ− r1d) + log(r)− 2

)

+κ
log2

(
κer(T−t) + r − κ

)
− log2 (r)

2

]
.

Moreover, the optimal trading strategy and consumption are given by

yg(t, s) := DsV
g(t, s) +

1

γ
(σσT )−1(µ − r1d)v

−1
1 (t)

cg(t, s, z) := κ

(
−1

γ
(log(v1(t)) + v2(t)) + v1(t)(z − V g(t, s))

)
.

Remark 4.1. It can be checked directly that when κ = 0, the above reduces to the formula given

in Remark 3.4 of [6]. Moreover, the condition κvgz ≤ γ is here to ensure that cg ≥ 0. When κ = 1,

it can be verified directly that it is for instance satisfied if z ≥ V g(t, s) and r is small enough.

Using the above proposition, we recover the expected result that the utility indifference price

pg(t, s, z) does not depend on z in this case, and is simply given by the Black-Scholes price V g(t, s)

of the contingent claim g. We refer the reader to Theorem 1 and Section 3 in [24] for further details

on this general result. Next, we deduce immediately that the matrix αg is independent of z and

that ηg is independent of (s, z) and are given by

αg(t, s) =

(
1

γv1(t)
diag

[
(σσT )−1(µ − r1d)

]
− diag[s]V g

ssdiag[s]

)
σ, ηg(t) =

1

γv1(t)
.

Hence, it is clear from the first corrector equation in (2.18) that wg does not depend on z, so that

we have the factorization

ag(t, s, z) = −vg(t, s, z)ag(t, s).
We then naturally expect to be able to write the solution to the second corrector equation as

ug(t, s, z) = −vg(t, s, z)ũg(t, s), where, after easy calculations using the PDE (2.17), ũg must

satisfy 


−ũgt − r1d ·Dsũ

g
s −

1

2
Tr
[
σσTDssũ

g
]
+ κv1(t)ũ

g = ag(t, s)

ũg(T, ·) = 0.
(4.6)
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By the classical Feynman-Kac formula, we deduce immediately that

ũg(t, s) = EQ

[∫ T

t
e−κ

∫ u
t
v1(w)dwag(u, St,s

u )du

]
.

Finally, the expansion (2.19) takes the form

pǫ,g(t, s) = V g(t, s) +
ǫ2

γv1(t)
(ũg(t, s)− ũ0(t, s)) + ◦(ǫ2).

Furthermore, when d = 1, we can use (4.5) to deduce that

ag(t, s) = γ2v21(t)
σ2

2

(
3

4

(
λ0,1 + λ1,0

)(µ− r

σ2
− γv1(t)s

2V g
ss(t, s)

)2
) 2

3

,

which, when κ = 0, gives us exactly the expansion proved in Corollary 3.8 of [6].

Let us now give sufficient conditions under which all the above calculations are rigorous and under

which Assumptions 3.1, 3.2 and 3.4 are satisfied. Concerning Assumption 3.3, we verify it in the

next section under additional assumptions, by constructing a nearly optimal strategy (note that

this approach was used by Bichuch [6] and Bouchard, Moreau and Soner in [13]). Moreover, we

also recall that if we assume in addition that κ = 0 and d = 1, the expansion obtained in [6]

also allows us to obtain immediately that Assumption 3.3 is satisfied. We give a result for d = 1

because it allows us to give precise conditions, since we now everything explicitly in this case.

Proposition 4.2. In the framework of this section, fix d = 1. If we assume that for ϑ = g or 0

(i) There exists a constant c0 > 0 such that

∣∣∣∣
µ− r

γσ2v1(t)
− s2V ϑ

ss(t, s)

∣∣∣∣ ≥ c0, (t, s) ∈ [0, T )× (0,+∞).

(ii) V ϑ is C1,4 in [0, T ) × (0,+∞) and continuous on [0, T ] × (0,+∞) and there exists η ∈ (0, 1]

such that [∣∣∣V ϑ
s

∣∣∣+
∣∣∣V ϑ

ts

∣∣∣+
∣∣∣V ϑ

sss

∣∣∣
]
(t, s) ≤ C(s)

(T − t)1−η
, (t, s) ∈ [0, T ) × (0,+∞),

and there exists ν ∈ (1/4, 1] such that

∣∣∣V ϑ
ss

∣∣∣ (t, s) ≤ C(s)

(T − t)1−ν
, (t, s) ∈ [0, T )× (0,+∞),

for some continuous function C. Then Assumptions 3.1, 3.2 and 3.4 are satisfied

Proof. We start with Assumption 3.1. First of all, it is clear that vϑ is C1,2,2 in [0, T )× (0,+∞)2

and continuous in [0, T ] × (0,+∞)2, since V ϑ is and v1 and v2 are C∞ on [0, T ]. Moreover, we

have that vϑ is actually C∞ in z ∈ (0,+∞) for every (t, s) ∈ [0, T ] × (0,+∞). In particular, vϑzz
is bounded on (t, s, z) ∈ [0, T ]× (0,+∞)2 and

vϑz (t, s, z) = γv1(t) exp
(
−γv1(t)

(
z − V ϑ(t, s)

)
+ v2(t)

)
> 0, (t, s, z) ∈ [0, T ] × (0,+∞)2.

Next, notice that yϑ does not depend on z (see Remark 3.1) and that

αϑ(t, s) = σ

(
µ− r

γσ2v1(t)
− s2V ϑ

ss(t, s)

)
,

17



so that we clearly have (αϑ)2(t, s) ≥ c1 for some c1 > 0. Then, the estimates on the derivatives

of yϑ are immediate consequences of the assumed estimates on the derivatives of V ϑ. Hence

Assumption 3.1 is satisfied. Let us now look at Assumption 3.2. We have in this framework

aϑ(t, s, z) =
σ2vϑz (t, s, z)

2
γv1(t)

(
3
(
λ1,0 + λ0,1

)

4γ2(v1)2(t)

(
µ− r

γσ2v1(t)
− s2V ϑ

ss(t, s)

)2
)2/3

,

which implies that aϑ is continuous in [0, T )× (0,+∞)2. Then, using (4.4), the required estimates

and regularity in (t, s, z) for wϑ and Oϑ are direct consequences of the fact that V ϑ is C1,4 in

[0, T ) × (0,+∞)2 and that vϑ is C∞ in z ∈ (0,+∞) for every (t, s) ∈ [0, T ] × (0,+∞). Next,

ρ∗(t, s, z) is a solution to a cubic equation so that it has the same regularity as its coefficients,

which then implies that w̃ϑ also satisfies the required regularity and estimates. Hence Assumption

3.2 is satisfied.

Finally, concerning Assumption 3.4, as mentioned before, obtaining a comparison theorem for

viscosity solutions with polynomial growth is a classical result. Moreover, in this particular case,

it is easy to check using Feynman-Kac formula that the PDE (4.6) has a unique smooth solution

which admits the following probabilistic representation

ug(t, s, z) = −Bvg(t, s, z)EQ

[∫ T

t
v21(u)e

−κ
∫ u
t v1(ξ)dξ

(
µ− r

σ2
− γv1(u)(S

t,s
u )2V g

ss(u, S
t,s
u )

) 4
3

du

]
,

where B := γ2σ2

2

(
3
4(λ

0,1 + λ1,0)
) 2

3 . When g = 0, this can actually be further simplified to obtain

u0(t, s, z) = −Bv0(t, s, z)
(
µ− r

σ2

) 4
3
∫ T

t
v21(u)e

−κ
∫ u
t
v1(ξ)dξdu.

Of course, for all this to be meaningful, the above expectation should be finite, which is once again

an implicit assumption on the payoff g. It is easy to show that a sufficient condition for this to be

true is that there exist some β ∈ (0, 3/4) such that

∣∣∣V ϑ
ss

∣∣∣ (t, s) ≤ C(s)

(T − t)β
.

✷

4.1.1 A nearly optimal strategy

In this section2, we derive, under additional regularity assumptions, an asymptotically optimal

strategy for the problem (2.1), which incidentally shows that Assumption 3.3 holds. Such an

approach has also been used in [6] and [13].

We will assume here that ξ 7−→ wg(t, s, ξ) is C2 on Rd, for every (t, s) ∈ [0, T ]× (0,+∞)d. We can

then define the following sets, for any (t, s) ∈ [0, T ]× (0,+∞)d

T g(t, s) :=

{
ξ ∈ Rd,

1

2
|σT ξ|2γ2v21(t)−

1

2
Tr
[
αg(αg)T (t, s)wg

ρρ(t, s, γv1(t)ξ)
]
+ ag(t, s) = 0

}
.

We expect that, at the first order in ǫ, the no-transaction region looks like

NTǫ,g(t, s) :=
{
(x, y) ∈ R× Rd, y − yg(t, s) ∈ ǫT g(t, s)

}
.

2The approach followed here has been suggested to us by Mete Soner and Nizar Touzi in private communications.

We would like to thank them deeply.
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Indeed, according to the expansion we obtained, the region where the gradient constraint for wg

is not binding is a natural candidate for being a first-order approximation of the region where

the gradient constraints for vǫ,g are not binding either, which justifies the introduction of the

set T g(t, s). Moreover, we also remind the reader that the fast variable ξ was defined as (y −
yg(t, s, z))/ǫ, which explains the introduction of the set NTǫ,g(t, s). Then, according to the classical

results on utility maximization with transaction costs (see for instance [51], the optimal strategy

usually consists in doing nothing while on the interior of the so-called "no-transaction" region, and

making transactions when on its boundary. Thus, for any (i, j) ∈ I , at the first order, we expect

that transactions between assets i and j only occur on the set

(∂NTǫ,g)i,j (t, s) :=
{
(x, y) ∈ R×Rd, y − yg(t, s) ∈ ǫ (∂T g)i,j (t, s)

}
,

where

(∂T g)i,j (t, s) :=
{
ξ ∈ ∂T g(t, s), −λi,j + wg

ρi
(t, s, γv1(t)ξ)− wg

ρj
(t, s, γv1(t)ξ) = 0

}
.

This naturally leads us to consider the following Markovian consumption-investment strategy,

defined, for any (t, s, x, y) ∈ [0, T ] × (0,+∞)d ×R× Rd by

νǫu := (cg(u, St,s
u , Zǫ,t,s,x,y

u ), Lǫ
u),

where Zǫ,t,s,x,y
u := Xǫ,t,s,x

u + Y ǫ,t,s,y
u · 1d, with





Xǫ,t,s,x
u = x+

∫ u

t

(
rXǫ,t,s,x

w − cǫ,g(w,St,s
w , Zǫ,t,s,x,y

w )
)
dw +

∫ u

t
R0(dLǫ

w), t ≤ u ≤ T,

Y ǫ,t,s,y
u = y +

∫ u

t
diag[Y ǫ,t,s,y

w ] (µdw + σdWw) +

∫ u

t
R(dLǫ

u), t ≤ u ≤ T

(Xǫ,t,s,x
u , Y ǫ,t,s,y

u ) ∈ NTǫ,g(t, s), u ∈ [t, T ],

Lǫ,i,j
u =

∫ u

t
1(Xǫ,t,s,x

w ,Y ǫ,t,s,y
w )∈(∂NTǫ,g)i,j(t,s)dL

ǫ,i,j
w , u ∈ [t, T ], (i, j) ∈ I.

(4.7)

The system (4.7) is a classical Skorohod problem with reflection on the boundary of NTǫ,g(t, s).

It is well-known (see for instance [43]) that it will admit a solution if this boundary is smooth.

Though, as seen in the above calculations, we know in the present framework that this assumption

is satisfied when d = 1, it is not clear at all in higher dimensions. We nonetheless do not try to

address this difficult problem here and simply assume the following.

Assumption 4.1. The first corrector equation admits a C2 solution wg(t, s, ·) for every (t, s) ∈
[0, T ] × (0,+∞)d, and the Skorohod problem (4.7) also admits a solution (Xǫ,t,s,x, Y ǫ,t,s,y). Fur-

thermore, ũg is C1,2 on [0, T ]× (0,+∞)d, we can take η = 1 in Assumption 3.1(ii), ag as well as

all the functions of s in Assumption 3.2 have polynomial growth in s, uniformly in t.

We emphasize again that when d = 1, the first part of Assumption 4.1 is immediately satisfied. The

regularity of ũg is an implicit assumption on the regularity of ag, which can be checked directly

when d = 1, as all the quantities are explicit. Besides, we take η = 1 in Assumption 3.1 for

simplicity, since it prevents all the quantities appearing from exploding at T . The polynomial

growth assumption is simply an assumption on ag, which can also be verified easily when d = 1.

Let us now define

Vǫ,g(t, s, x, y) : = vg(t, s, z) − ǫ2ug(t, s, z) − ǫ4wg(t, s, z, ξ)

= vg(t, s, z)
(
1 + ǫ2ũg(t, s) + ǫ4wg(t, s, γv1(t)ξ)

)
.
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Under Assumption 4.1, we can apply the remainder estimate of Section 5.2 below as well as the

fact that ug and wg solve the corrector equations to obtain for any (x, y) ∈ NTǫ,g(t, s)

LVǫ,g(t, s, x, y)− cg(t, s, z)V ǫ,g
x (t, s, x, y) = U1(c

g(t, s, z)) − ǫ2Rǫ(ug, wg)(t, s, z, ξ). (4.8)

Moreover, using Assumption 3.1, and given that we can factor out vg in all the above functions, it

can be readily verified that

|Rǫ(ug, wg)| (t, s, z, ξ) ≤ |vg(t, s, z)| (R1 +R2 +R3) ,

with

R1 ≤ C(ǫ|ξ|+ ǫ2|ξ|2)(1 + |yg|)(1 + |ũg|+ |ũgs |),
R2 ≤ ǫ4C(s)(1 + |yg|+ |yg|2)(1 + ǫ|ξ|+ ǫ2|ξ|2)(1 + |ξ|+ ǫ−1),

R3 ≤ C(s)ǫ4 (1 + |ξ|)(1 + |z − V g|) + C(s)

|vg| ǫ
4(|ũg|2 + ǫ4(1 + |ξ|2)).

Notice also that we know from the solution of the second corrector equation that the set T g(t, s)

is bounded for fixed (t, s). Therefore, by definition, if (x, y) ∈ NTǫ,g(t, s), then ξ is bounded, uni-

formly in ǫ, by some continuous function of s (remember that t lives in a compact set). Therefore,

using Assumption 4.1, the above estimates can be rewritten

R1 ≤ ǫC(s), R2 ≤ ǫ3C(s), R3 ≤ ǫ4C(s)(1 + |z − V g|) + C(s)

|vg| ǫ
4.

Besides, it can checked immediately that there is some ǫ0 such that for any ǫ ≤ ǫ0, we have

Λǫ
i,j · (Vǫ,g

x , (Vǫ,g
y )T )T (t, s, x, y) ≥ 0, on (∂NTǫ,g)i,j (t, s). (4.9)

Next, we apply Itô’s formula to Vǫ,g between t and some stopping time τn which localizes the local

martingales appearing. We have, using (4.8), (4.9) and the fact that (Xǫ,t,s,x, Y ǫ,t,s,y) solves (4.7),

E

[∫ τn

t
U1(c

g(u, St,s
u , Zǫ,g,t,s,x,y

u ))du+ U1

(
ℓǫ(Xǫ,t,s,x

T , Y ǫ,t,s,y
T )− g(St,s

T )
)]

≥ V ǫ,g(t, s, x, y) + E

[
U1

(
ℓǫ(Xǫ,t,s,x

T , Y ǫ,t,s,y
T )− g(St,s

T )
)
− Vǫ,g(τn, S

t,s
τn , Z

ǫ,t,s,x,y
τn )

]

− ǫ2E

[∫ τn

t
|Rǫ(ug, wg)| (u, St,s

u , Zǫ,t,s,x,y
u , ξ)du

]

≥ V ǫ,g(t, s, x, y) + E

[
U1

(
ℓǫ(Xǫ,t,s,x

T , Y ǫ,t,s,y
T )− g(St,s

T )
)
− Vǫ,g(τn, S

t,s
τn , Z

ǫ,t,s,x,y
τn )

]

− ǫ2E

[∫ T

t
|Rǫ(ug, wg)| (u, St,s

u , Zǫ,t,s,x,y
u , ξ)du

]
.

Then, we use the fact that U1 and Vǫ,g are non-positive to take the lim on the left-hand side, the
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lim on the right-hand side, so that, applying Fatou’s lemma, we obtain

E

[∫ T

t
U1(c

g(u, St,s
u , Zǫ,g,t,s,x,y

u ))du + U1

(
ℓǫ(Xǫ,t,s,x

T , Y ǫ,t,s,y
T )− g(St,s

T )
)]

≥ V ǫ,g(t, s, x, y) + E

[
U1

(
ℓǫ(Xǫ,t,s,x

T , Y ǫ,t,s,y
T )− g(St,s

T )
)
− Vǫ,g(T, St,s

T , Zǫ,t,s,x,y
T )

]

− ǫ2E

[∫ T

t
|Rǫ(ug, wg)| (u, St,s

u , Zǫ,t,s,x,y
u , ξ)du

]

≥ E

[
e−γ(Zǫ,t,s,x,y

T −g(St,s
T ))

(
1− eγ(Z

ǫ,t,s,x,y
T −ℓǫ(Xǫ,t,s,x

T ,Y ǫ,t,s,y
T )) + ǫ4wg(T, St,s

T , γv1(T )ξ)
)]

− ǫ2E

[∫ T

t
|Rǫ(ug, wg)| (u, St,s

u , Zǫ,t,s,x,y
u , ξ)du

]
+ V ǫ,g(t, s, x, y)

≥ V ǫ,g(t, s, x, y) + E
[
e−γ(Zǫ,t,s,x,y

T −g(St,s
T ))

(
−Cǫ3

∣∣∣Y ǫ,t,s,y
T

∣∣∣ eCǫ3|Y ǫ,t,s,y
T | − ǫ4(1 + C(St,s

T ))
)]

− ǫ2E

[∫ T

t
|Rǫ(ug, wg)| (u, St,s

u , Zǫ,t,s,x,y
u , ξ)du

]
.

Arguing exactly as in the proof of Lemma 3.2 in [6], it can be verified, using in particular the

polynomial growth in s of the functions appearing in the estimates, that

E
[∣∣∣U1(Z

ǫ,t,s,x,y
T − g(St,s

T ))
∣∣∣+
∣∣vg(u, St,s

u , Zǫ,t,s,x,y
u )

∣∣+
∣∣Zǫ,t,s,x,y

u − V g(u, St,s
u )
∣∣
]
< +∞.

We therefore have

vǫ,g(t, s, z) ≥ E

[∫ T

t
U1(c

g(u, St,s
u , Zǫ,g,t,s,x,y

u ))du + U1

(
ℓǫ(Xǫ,t,s,x

T , Y ǫ,t,s,y
T )− g(St,s

T )
)]

≥ V ǫ,g(t, s, x, y) − Cǫ3 = vg(t, s, z)− ǫ2ug(t, s, z)− Cǫ3 − ǫ4wg(t, s, γv1(t)ξ),

for some C > 0. Hence, the strategy we have exhibited coincides with the value function vǫ,g up

to the order ǫ2, and is "nearly" optimal. Furthermore, the above inequality implies immediately

that Assumption 3.3 is satisfied.

4.1.2 Discussion on the Assumptions in this setting

As we have seen above, the fact that the diffusion coefficient αg should not be equal to 0 translates

directly in our setting into
µ− r

γσ2
v−1
1 (t)− s2V g

ss(t, s) 6= 0.

This is an implicit assumption on the payoff g, which may not be satisfied if s2V g
ss can become

arbitrarily big, which would be the case for a Call option for instance (for which g(x) = (x−K)+),

since this quantity explodes to +∞ as t goes to T , when we are at the money forward (i.e.

s = Ke−r(T−t)). This condition also naturally appears in the recent work of Bouchard, Moreau

and Soner [13], and under a stronger form in [6] (see Assumption 3.2). However, we would like

to insist on the fact that in our approach, we do not need to assume regularity on the payoff g

directly (except continuity) but on its Black-Scholes price which is much more regular in general.

Hence, our assumptions are less restrictive than the ones in [13] and [6]. For instance, it can be

checked directly that for any ǫ > 0, the payoffs of power-calls g(x) := ((x−K)+)1+ǫ are covered by

our results. Since those payoffs are C1 and not C2, they could not be treated using the previous

literature (which required C4 regularity of g). We would also like to point out that the quantity
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of interest here is then s2V g
ss(t, s), which is the so-called activity rate of portfolio Gamma which

plays a central role in the formal asymptotics obtained by Kallsen and Muhle-Karke in [38, 39].

Notice also that a Call option does not satisfy the assumption that the third order derivative of

its Black-Scholes price does not explode at time T at a speed strictly less than (T − t)−1, however,

we believe that this condition can be improved by maybe using other test functions in our proof

of the sub solution property at the boundary in Section 5.4. This, as pointed out in [6], leads to

conjecture that the expansion should also hold in the case of Call options. We leave this problem

for future research. However, if one considers a Digital option g(s) = 1s≥K , then one can readily

check that the function ũg becomes infinite, which shows that the expansion cannot hold in this

case, and that the corresponding first order term, (if it exists) goes to 0 more slowly than ǫ2.

We emphasize that the exact same phenomenon was already highlighted by Possamaï, Soner and

Touzi [47] in a market where the frictions came from the absence of infinite liquidity. Moreover,

the techniques of proof used in this paper to show the expansion for Call option can certainly be

adapted in our setting.

5 Proof of Theorem 3.1

We would like to point out immediately to the reader that several of the proofs below (especially

the proofs of the viscosity sub and super-solution properties inside the domain) are very close to the

ones given in [48]. Nonetheless, they also provide some corrections to small gaps that we identified

in [48], and are made under assumptions which are a little bit more general (in particular, we no

longer require the upper bound for yg in their Assumption 3.1) and we therefore think that they

can be of interest. However, the proof of the viscosity sub-solution property at the boundary is

new, and the derivation of the remainder estimate has to be done with a lot more precision than

in their case, because of the possible explosions at the boundary.

5.1 First properties and derivatives estimates

Denote by L the upper bound of the set C, we define, λ̄ := max(i,j)∈I λ
i,j, λ := min(i,j)∈I λ

i,j.

We would like to mention that for notational simplicity, we state all the results of this section for

uǫ,g and vǫ,g, but they of course still hold true for uǫ,0 and vǫ,0. That being said, we have first the

following easy result, whose proof can be found in [48] for instance

Lemma 5.1. Let (t, s, x, y) ∈ [0, T )× (0,∞)d ×Kǫ. Then

uǫ,g(t, s, x, y) ≥ −ǫLvgz(t, s, z) |y − yg(t, s, z)| ,

so that under Assumption 3.3 we obtain that, 0 ≤ ug∗(t, s, x, y) ≤ ug∗(t, s, x, y) <∞.

We start with a technical lemma, which will be used in the proof of Lemma 5.3. The proof follows

exactly the same arguments as the ones given in [48], with some modifications due to the fact that,

unlike in [48], we do not assume any upper bound for y
g
z . We therefore provide them for the sake

of completeness.

Lemma 5.2. Under assumption 3.1, 3.2 and 3.3, the gradient of v̂ǫ,g exists almost everywhere and

there exists a universal constant A such that for all (t, s, z, ξ) ∈ [0, T ) × (0,+∞)d+1 × Rd, we can

find some ǫ∗ := ǫ∗(t, s, z) > 0 such that

|v̂ǫ,gξ |(t, s, z, ξ) ≤ Aǫ4|v̂ǫ,g|(t, s, z, ξ), for ǫ ≤ ǫ∗, and v̂ǫ,gz (t, s, z, ξ) ≤ γǫ(t, s, z, ξ), ∀ǫ > 0,
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where

γǫ(t, s, z, ξ) := D(t, s, z)vgz (t, s, z − ǫ) + ǫ |1− yg
z(t, s, z) · 1d|uǫ,g(t, s, x− ǫ, y)

+ ǫ

d∑

i=1

yg,i
z (t, s, z)uǫ,g(t, s, x, y − ǫei) + ǫ3C(t, s, z − ǫ) (1 + |ξ|)D(t, s, z)

+ ǫ3C(t, s, z − ǫ) |1− yg
z(t, s, z) · 1d|

|yg(t, s, z) − yg(t, s, z − ǫ)|
ǫ

+ ǫ3C(t, s, z − ǫ)
d∑

i=1

yg,i
z (t, s, z)

|yg(t, s, z)− yg(t, s, z − ǫ)− ǫei|
ǫ

,

where C is the function appearing in Assumption 3.2 and where

D(t, s, z) := |1− yg
z(t, s, z) · 1d|+ yg

z(t, s, z) · 1d.

Proof Step 1: first estimate. By Theorem 2.1, we have for all 1 ≤ i ≤ d in the viscosity sense that

Λǫ
i,0 · (vǫ,gx , vǫ,gy ) ≥ 0 and Λǫ

0,i · (vǫ,gx , vǫ,gy ) ≥ 0.

We deduce immediately from the definition of v̂ǫ,g that for all 1 ≤ i ≤ d

ǫ4λi,0

1 + ǫ3λi,0
v̂ǫ,gz (t, s, z, ξ) − ǫ3λi,0

1 + ǫ3λi,0
yg
z(t, s, z) · v̂ǫ,gξ (t, s, z, ξ) + v̂ǫ,g

ξi
(t, s, z, ξ) ≥ 0, (5.1)

ǫ4λ0,iv̂ǫ,gz (t, s, z, ξ) − ǫ3λ0,iyg
z(t, s, z) · v̂ǫ,gξ (t, s, z, ξ) − v̂ǫ,g

ξi
(t, s, z, ξ) ≥ 0. (5.2)

Now since we have by Assumption 3.1 that for all 1 ≤ i ≤ d, y
g,i
z (t, s, z) > 0, we have, by

multiplying (5.1) by y
g,i
z and summing for all 1 ≤ i ≤ d that in the viscosity sense

(
1− ǫ3

d∑

i=1

y
g,i
z (t, s, z)λi,0

1 + ǫ3λi,0

)
yg
z(t, s, z).v̂

ǫ,g
ξ (t, s, z, ξ) ≥ −ǫ4

d∑

i=1

λi,0yg,i
z (t, s, z)

1 + ǫ3λi,0
v̂ǫ,gz (t, s, z, ξ). (5.3)

Now, we know that there exists a ǫ∗(t, s, z) such that

1− ǫ3
d∑

i=1

y
g,i
z (t, s, z)λi,0

1 + ǫ3λi,0
≥ 0, for ǫ ≤ ǫ∗(t, s, z), (5.4)

so that in the viscosity sense, we have for ǫ ≤ ǫ∗(t, s, z)

yg
z(t, s, z).v̂

ǫ,g
ξ (t, s, z, ξ) ≥ −

∑d
i=1

λi,0y
g,i
z (t,s,z)

1+ǫ3λi,0

1− ǫ3
∑d

i=1
y
g,i
z (t,s,z)λi,0

1+ǫ3λi,0

ǫ4v̂ǫ,gz (t, s, z, ξ). (5.5)

Using this estimate in (5.2), we deduce

v̂ǫ,g
ξi

(t, s, z, ξ) ≤ λ0,iǫ4


1 +

ǫ3
∑d

i=1
λi,0y

g,i
z (t,s,z)

1+ǫ3λi,0

1− ǫ3
∑d

i=1
y
g,i
z (t,s,z)λi,0

1+ǫ3λi,0


 v̂ǫ,gz (t, s, z, ξ)

≤ ǫ4λ

(
1 +

1− c0
c0

)
v̂ǫ,gz (t, s, z, ξ) = ǫ4

λ

c0
v̂ǫ,gz (t, s, z, ξ), for ǫ ≤ ǫ∗(t, s, z),
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where we used Assumption 3.1 and the fact that the map x 7−→ x/(1 − x) is non-decreasing.

Similarly, using (5.5) in (5.1) leads to

v̂ǫ,g
ξi

(t, s, z, ξ) ≥ − ǫ4λi,0

1 + ǫ3λi,0


1 +

ǫ3
∑d

i=1
λi,0y

g,i
z (t,s,z)

1+ǫ3λi,0

1− ǫ3
∑d

i=1
y
g,i
z (t,s,z)λi,0

1+ǫ3λi,0


 v̂ǫ,gz (t, s, z, ξ)

≥ −ǫ4 λ
c0
v̂ǫ,gz (t, s, z, ξ), for ǫ ≤ ǫ∗(t, s, z).

Now since by the concavity of vǫ,g in (x, y), we know that its gradient exists almost everywhere and

since by Assumption 3.1, yg is twice continuously differentiable, we have that v̂ǫ,gz exists almost

everywhere and we have for ǫ ≤ ǫ∗(t, s, z), |v̂ǫ,gξ | ≤ Aǫ4v̂ǫ,gz , where A := λ/c0.

Step 2: second estimate. We now estimate v̂ǫ,gz . We first notice that, remembering that vǫ,g is

clearly non-decreasing with respect to x and to yi for i = 1, . . . , d

v̂ǫ,gz (t, s, z, ξ) = (1− yg
z(t, s, z) · 1d)vǫ,gx (t, s, x, y) + yg

z(t, s, z) · vǫ,gy (t, s, x, y)

≤ |1− yg
z(t, s, z) · 1d| vǫ,gx (t, s, x, y) +

d∑

i=1

yg,i
z (t, s, z)vǫ,g

yi
(t, s, x, y). (5.6)

Then by concavity of vǫ,g in x and of vg in z and since vǫ,g ≤ vg, we have:

vǫ,gx (t, s, x, y) ≤ vgz (t, s, z − ǫ) +
vg(t, s, z − ǫ)− vǫ,g(t, s, x− ǫ, y)

ǫ
.

Then by definition of uǫ,g, we have:

vǫ,gx (t, s, x, y) ≤ vgz(t, s, z − ǫ) + ǫ
(
uǫ,g(t, s, x− ǫ, y) + ǫ2wg(t, s, z − ǫ, ξǫ)

)
,

where

ξǫ :=
y − yg(t, s, z − ǫ

ǫ
= ξ +

yg(t, s, z)− yg(t, s, z − ǫ)

ǫ
.

Then we recall from the estimate of wg given by Assumption 3.2 that:

|wg(t, s, z − ǫ, ξǫ)| ≤ C(t, s, z − ǫ)(1 + |ξǫ|)
≤ C(t, s, z)

(
1 + |ξ|+ ǫ−1|yg(t, s, z) − yg(t, s, z − ǫ)|

)
,

for some continuous positive function C. Hence, we deduce

vǫ,gx (t, s, x, y) ≤ vgz(t, s, z − ǫ) + ǫuǫ,g(t, s, x− ǫ, y)

+ ǫ3C(t, s, z − ǫ)

(
1 + |ξ|+ |yg(t, s, z)− yg(t, s, z − ǫ)|

ǫ

)
.

Now following the same arguments, we also have for all 1 ≤ i ≤ d:

vǫ,g
yi

(t, s, x, y) ≤ vgz(t, s, z − ǫ) + ǫuǫ,g(t, s, x, y − ǫei)

+ ǫ3C(t, s, z − ǫ)

(
1 + |ξ|+ |yg(t, s, z)− yg(t, s, z − ǫ)− ǫei|

ǫ

)
.

Plugging the estimates for vǫ,gx and vǫ,g
yi

in (5.6), we obtain v̂ǫ,gz (t, s, z, ξ) ≤ γǫ(t, s, z, ξ).
✷
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Lemma 5.3. Under assumption 3.1, 3.2 and 3.3, u∗,g and ug∗ are only functions of (t, s, z). Fur-

thermore, we have:

ug∗(t, s, z) = lim
(ǫ,t′,s′,z′)−→(0,t,s,z)

ūǫ,g
(
t′, s′, z′ − yg(t′, s′, z′) · 1d,yg(t′, s′, z′)

)

u∗,g(t, s, z) = lim
(ǫ,t′,s′,z′)−→(0,t,s,z)

ūǫ,g
(
t′, s′, z′ − yg(t′, s′, z′) · 1d,yg(t′, s′, z′)

)
.

Proof We split the proof in two parts:

Step 1. We first show the lemma for t ∈ [0, T ). The result is a consequence of the gradient

constraints in (2.4) thanks to which we obtained the estimates of Lemma 5.2. By definition of ûǫ,g,

we have that for every (t, s, z, ξ), there exists ǫ∗(t, s, z) such that for any ǫ ≤ ǫ∗(t, s, z)

|ûǫ,gξ |(t, s, z, ξ) ≤ ǫ−2|v̂ǫ,gξ (t, s, z, ξ)| + ǫ2|wg
ξ (t, s, z, ξ)| ≤ ǫ2 (Aγǫ(t, s, z, ξ) +C(t, s, z)) ,

where the second inequality (and the constant A) comes from Lemma 5.2. Then for any ξ0 ∈ Rd

such that 1−∑d
i=1 ξ

i
0 = 0, we have for ǫ ≤ ǫ∗(t, s, z)

∣∣∣∣∣

(
d∑

i=1

ξi0ei − e0

)
· (uǫ,gx , uǫ,gy )

∣∣∣∣∣ =
1

ǫ

∣∣∣ξ0 · ûǫ,gξ
∣∣∣ ≤ ǫ|ξ0| (Aγǫ(t, s, z, ξ) + C(t, s, z)) .

Next, we remind the reader that uǫ,g is locally bounded. Fix therefore some (t0, s0, x0, y0), a

r0 > 0 small such that uǫ,g, and the continuous functions γǫ and C are bounded uniformly on

Br0(t0, s0, x0, y0). Now recall also that ǫ∗(t0, s0, z0) is defined (see (5.4)) such that

1− ǫ3
d∑

i=1

y
g,i
z (t0, s0, z0)λ

i,0

1 + ǫ3λi,0
≥ 0, for ǫ ≤ ǫ∗(t0, s0, z0).

However, since the left-hand side above goes to 1 as ǫ goes to 0 and since it is continuous in (t, s, z),

then reducing ǫ if necessary, this inequality will also hold for any (t, s, x, y) ∈ Br0(t0, s0, x0, y0).

Therefore, we can find a constant K independent of ǫ and large enough such that for all ξ0 ∈ Rd

such that 1−∑d
i=1 ξ

i
0 = 0, the maps

t 7−→ uǫ,g(t, s, x− t, y + tξ0) + ǫKt and t 7−→ −uǫ,g(t, s, x− t, y + tξ0) + ǫKt,

are non-decreasing. Then by definition, we obtain that u∗,g and ug∗ are independent of the ξ-

variable.

Step 2. The previous proof does not hold at t = T because the gradient constraints verified by wg

may not hold at T , since wg may not be defined there. By definition of the relaxed semi limit, we

have, ug∗(T, s0, x0, y0) = l1(s0, x0, y0) ∧ l2(s0, x0, y0), where

l1(s0, x0, y0) := lim inf
(ǫ,s,x,y)−→(0,s0,x0,y0)

ūǫ,g(T, s, x, y)

l2(s0, x0, y0) := lim inf
(ǫ,t,s,x,y)−→(0,T,s0,x0,y0),t6=T

ūǫ,g(t, s, x, y).

We consider separately these two terms. Freezing the variable t = T , we obtain that

l1(s0, x0, y0) = lim inf
(ǫ,s,x,y)−→(0,s0,x0,y0)

ūǫ,g(t, s, x, y)

= lim
(ǫ,s,x,y)−→(0,s0,x0,y0)

U2(z − g(s))− U2 (ℓ
ǫ(x, y)− g(s))

ǫ2
= 0.
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Then by Step 1, we know that

l2(s0, x0, y0) = lim inf
(ǫ,t,s,x,y)−→(0,T,s0,x0,y0),t6=T

ūǫ,g(t, s, x, y) = lim inf
(t,s,x,y)−→(T,s0,x0,y0),t6=T

ug∗(t, s, x, y)

= lim inf
(t,s,z)−→(T,s0,z0),t6=T

ug∗(t, s, z),

so that we obtain the required result for ug∗. The same arguments lead to the result for u∗(T, s, x, y).
✷

5.2 The remainder estimate

We now isolate an important estimate introduced in [54] and [48], which will be of crucial impor-

tance in the proofs of sub and super-solutions properties below. Following the seminal work of

Evans [26] on the perturbed test function technique, it will be convenient for us to consider, for a

test function φ of the second corrector equation (2.16), potential test functions ψ for (2.12) of the

form

vg(t, s, z) − ǫ2φ̃ǫ(t, s, z)− ǫ4̟(t, s, z, ξ),

where φ̃ǫ will be a perturbation of φ, and ̟ a smooth function close to wg. The aim of the following

Lemma is to provide a detailed estimate of the remainder terms in the expansion of the parabolic

part of (2.12) when applied to such a function, which was formally obtained in Section 2.5. We

emphasize here that unlike in [48], we want to have a very precise estimate, in particular when it

comes to the derivatives of yg which appear. Indeed, as mentioned in Remark 2.1, these derivatives

may explode at time T , which will cause some difficulties when proving viscosity solution properties

at the terminal time in the subsequent sections. Such a problem was not present in [48] which

considered only the infinite horizon case.

Lemma 5.4. Let Ψǫ(t, s, x, y) := vg(t, s, z) − ǫ2φ(t, s, z) − ǫ4 ˆ̟ (t, s, z, ξ), with smooth φ and such

that ̟ satisfies the same estimates as wg in Assumption 3.2. We then have

I(Ψǫ)(t, s, x, y) :=
(
k(t, s)Ψǫ − LΨǫ − Ũ1(Ψ

ǫ
x)
)
(t, s, x, y)

= ǫ2
[
− 1

2

∣∣σT (t, s)ξ
∣∣2 vgzz(t, s, z) +

1

2
Tr
[
αg(αg)T (t, s, z) ˆ̟ ξξ(t, s, z, ξ)

]

−Agφ(t, s, z) +Rǫ(φ, ˆ̟ )(t, s, z, ξ)
]
,

where Rǫ(φ, ˆ̟ ) := Rǫ(φ, ˆ̟ )(t, s, z, ξ) verifies

|Rǫ(φ, ˆ̟ )| ≤
[
K
(
ǫ|ξ|+ ǫ2|ξ|2

) (
1 + |yg|+ |yg|2

)
(1 + |yg

t |+ |yg
s |+ |yg

z |+ |yg
zz|+ |yg

sz|+ |yg
ss|)

×
(
1 + |φz |+ |φzz|+ |φsz|+ ǫ4Rǫ(̟)

)
+ ǫ4K (1 + ζǫ(t, s, z, ξ))

(
1 + |yg

z |+ |yg
z |2
)

×
(
1 + | ˆ̟ z |+ |φz|2 + ǫ4| ˆ̟ z |2 + ǫ2| ˆ̟ ξ|2 + ǫ−1| ˆ̟ ξ|

) ]
(t, s, z),

where K is a positive continuous function which depends only on r, µ, σ, Ũ1 and vg and where the

quantities Rǫ(̟) and ζǫ are defined in the proof.

Proof For notational simplicity, we will omit the dependence of the coefficients in the parameters.

We have:

I(Ψǫ)(t, s, x, y) = kΨǫ − LΨǫ − κŨ1 (Ψ
ǫ
x)

= kvg − Lvg − κŨ1 (v
g
x)− ǫ2 (kφ− Lφ)− ǫ4 (k ˆ̟ − L ˆ̟ ) + κ

[
Ũ1 (v

g
x)− Ũ1 (Ψ

ǫ
x)
]
.
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We now consider separately every term. We first recall from Section 2.5 that:

kvg − Lvg − κŨ1 (v
g
x) = −1

2

∣∣σT (yg − y)
∣∣2 vgzz.

Similarly to the previous calculations, we have

kφ− Lφ = kφ− L0φ− rzφz − y ·
[
(µ− r1d)φz + σσTDszφ

]
− 1

2
|σT y|2φzz

= Agφ− κcgφz + (yg − y) ·
(
(µ− r1d)φz + σσTDszφ

)
− 1

2
φzz

(
|σT y|2 − |σTyg|2

)
.

Define then

Rφ := (yg − y) · (µ− r1d)φz −
1

2
φzz

(
|σT y|2 − |σTyg|2

)
− (y − yg) · σσTDszφ.

We clearly have that

|Rφ(t, s, z, ξ)| ≤ ǫ

(
|ξ| |µ− r1d| |φz|+

|σ|2
2

(
2|yg||ξ|+ ǫ|ξ|2

)
|φzz|+ |σ|2|ξ||Dszφ|

)

≤ K1(t, s, z)
(
ǫ|ξ|+ ǫ2|ξ|2

)
(1 + |yg|) (1 + |φz|+ |φzz|+ |φsz|) ,

where K1 is a positive continuous function which depends only on σ, r and µ. The third term is

more tedious. We sum up the calculations here

|̟y| ≤ | ˆ̟ z|+
1

ǫ
(1 + |yg

z |) | ˆ̟ ξ|, |̟x| ≤ | ˆ̟ z|+
1

ǫ
|yg

z || ˆ̟ ξ |,

|̟s| ≤ | ˆ̟ s|+
1

ǫ
|yg

s || ˆ̟ ξ |, |̟t| ≤ | ˆ̟ t|+
1

ǫ
|yg

t || ˆ̟ ξ |,

|̟yy| ≤ Const

(
| ˆ̟ zz|+

1

ǫ
((1 + |yg

z |) | ˆ̟ zξ|+ |yg
zz|| ˆ̟ ξ|)

)
,

|̟ys| ≤ Const

(
| ˆ̟ sz|+

1

ǫ
((1 + |yg

z |) | ˆ̟ sξ|+ |yg
sz|| ˆ̟ ξ|+ |yg

s || ˆ̟ zξ|)
)
,

|̟ss| ≤ Const

(
| ˆ̟ ss|+

1

ǫ
((1 + |yg

s |) | ˆ̟ sξ|+ |yg
ss|| ˆ̟ ξ |)

)
.

We deduce that

Tr
[
σσT (Dyy +Dss + 2Dsy)̟

]
=

1

ǫ2
Tr
[
αg(αg)T ˆ̟ ξξ

]
+ R̃2(̟),

where

R̃2(̟) ≤ Const
(
|yg|2 + ǫ2|ξ2|

)(
| ˆ̟ zz|+

1

ǫ
((1 + |yg

z |) | ˆ̟ zξ|+ |yg
zz|| ˆ̟ ξ|)

)

+Const|s| (|yg|+ ǫ|ξ|)
(
| ˆ̟ sz|+

1

ǫ
((1 + |yg

z |) | ˆ̟ sξ|+ |yg
sz|| ˆ̟ ξ |+ |yg

s || ˆ̟ zξ|)
)

+Const|s|2
(
| ˆ̟ ss|+

1

ǫ
((1 + |yg

s |) | ˆ̟ sξ|+ |yg
ss|| ˆ̟ ξ|)

)
.

We therefore deduce

−ǫ4 (k̟ − L̟) (t, s, x, y) =
ǫ2

2
Tr
[
αg(αg)T ˆ̟ ξξ

]
+ ǫ4R2(̟),
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where

R2(̟) ≤ |k|| ˆ̟ |+ | ˆ̟ t|+
1

ǫ
|yg

t || ˆ̟ ξ |+ |µ||s|
(
| ˆ̟ s|+

1

ǫ
|yg

s || ˆ̟ ξ|
)

+ |r| (1 + |yg|+ ǫ|ξ|)
(
| ˆ̟ z|+

1

ǫ
|yg

z || ˆ̟ ξ|
)

+ |µ| (|yg|+ ǫ|ξ|)
(
| ˆ̟ z |+

1

ǫ
(1 + |yg

z |) | ˆ̟ ξ |
)

+Const
(
|yg|2 + ǫ2|ξ|2

)(
| ˆ̟ zz|+

1

ǫ
((1 + |yg

z |) | ˆ̟ zξ|+ |yg
zz|| ˆ̟ ξ |)

)

+Const|s| (|yg|+ ǫ|ξ|)
(
| ˆ̟ sz|+

1

ǫ
((1 + |yg

z |) | ˆ̟ sξ|+ |yg
sz|| ˆ̟ ξ |+ |yg

s || ˆ̟ zξ|)
)

+Const|s|2
(
| ˆ̟ ss|+

1

ǫ
((1 + |yg

s |) | ˆ̟ sξ|+ |yg
ss|| ˆ̟ ξ|)

)

≤ K2(t, s, z)
(
1 + ǫ|ξ|+ ǫ2|ξ|2

) (
1 + |yg|+ |yg|2

)

× (1 + |yg
t |+ |yg

s |+ |yg
z |+ |yg

zz|+ |yg
sz|+ |yg

ss|)Rǫ(̟),

where K2(t, s, z) is a positive continuous function which depends only on r and µ and where

R
ǫ(̟) := | ˆ̟ |+ | ˆ̟ t|+ | ˆ̟ s|+ | ˆ̟ z|+ | ˆ̟ zz|+ | ˆ̟ sz|+ | ˆ̟ ss|+ ǫ−1 (| ˆ̟ ξ|+ | ˆ̟ zξ|+ | ˆ̟ sξ|) .

Summarizing up, we have that the remainder Rǫ(φ, ˆ̟ ) denoted R for short here verifies:

|Rǫ(φ, ˆ̟ )|(t, s, z, ξ) ≤
[
|Rφ|+ ǫ4|R2(̟)|+ |Ũ1 (v

g
x)− Ũ1 (ψ

ǫ
x) + ǫ2cgφz|

]
(t, s, z, ξ).

We now estimate the last term above. Recall that cg = −Ũ ′
1(v

g
z (t, s, z)). Hence, we have, omitting

the dependence in (t, s, z, ξ)

RŨ1
:= Ũ1 (Ψ

ǫ
x)− Ũ1 (v

g
x)− ǫ2cgφz = Ũ1 (Ψ

ǫ
x)− Ũ1 (v

g
x) + (Ψǫ

x − vgz )Ũ
′
1(v

g
z) + r1,

where r1 := ǫ4̟xŨ
′
1(v

g
z ) verifies |r1| ≤ ǫ4|Ũ ′

1(v
g
z )|
(
| ˆ̟ z |+ ǫ−1|yg

z || ˆ̟ ξ |
)
. Then we have, using that

Ũ1 is concave
∣∣∣Ũ1 (Ψ

ǫ
x)− Ũ1 (v

g
x) + (Ψǫ

x − vgz )Ũ
′
1(v

g
z)
∣∣∣ ≤ |Ψǫ

x − vgx|
∣∣∣Ũ ′

1(Ψ
ǫ
x)− Ũ ′

1(v
g
x)
∣∣∣ .

Then since Ũ1 is C2 we have that
∣∣∣Ũ ′

1(Ψ
ǫ
x)− Ũ ′

1(v
g
x)
∣∣∣ ≤ |Ψǫ

x − vgx| ζǫ(t, s, z, ξ), where ζǫ(t, s, z, ξ) := sup
m∈Kǫ(t,s,z,ξ)

∣∣∣Ũ ′′

1 (m)
∣∣∣ ,

where Kǫ(t, s, z, ξ) := Supp(Ũ1) ∩ {m ∈ R, |m+ vgz | ≤ Hǫ(t, s, z, ξ)}, with

H
ǫ(t, s, z, ξ) := |vgz |+ ǫ2

(
|φz|+ ǫ2

(
| ˆ̟ z |+ ǫ−1|yg

z || ˆ̟ ξ |
))
.

Then we obtain

∣∣∣RŨ1

∣∣∣ ≤ ǫ4
∣∣∣Ũ ′

1(v
g
z )
∣∣∣
(
| ˆ̟ z |+

|yg
z || ˆ̟ ξ|
ǫ

)
+ ǫ4Const

(
|φz|2 + ǫ4

(
| ˆ̟ z |2 +

|yg
z |2| ˆ̟ ξ|2
ǫ2

))
ζǫ(t, s, z, ξ)

≤ ǫ4K3(t, s, z) (1 + ζǫ(t, s, z, ξ))
(
1 + |yg

z |+ |yg
z |2
)

×
(
1 + | ˆ̟ z|+ |φz|2 + ǫ4| ˆ̟ z|2 + ǫ2| ˆ̟ ξ|2 + ǫ−1| ˆ̟ ξ |

)
,
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where K3 is a positive continuous function which depends only on Ũ1 and vg. Finally, we have

|R| ≤ K(t, s, z)
(
ǫ|ξ|+ ǫ2|ξ|2

) (
1 + |yg|+ |yg|2

)

× (1 + |yg
t |+ |yg

s |+ |yg
z |+ |yg

zz|+ |yg
sz|+ |yg

ss|)
(
1 + |φz|+ |φzz|+ |φsz|+ ǫ4Rǫ(̟)

)

+ ǫ4K(t, s, z) (1 + ζǫ(t, s, z, ξ))
(
1 + |yg

z |+ |yg
z |2
)

×
(
1 + | ˆ̟ z|+ |φz |2 + ǫ4| ˆ̟ z|2 + ǫ2| ˆ̟ ξ|2 + ǫ−1| ˆ̟ ξ |

)
,

where K is a positive continuous function which depends only on r, µ, σ, Ũ1 and vg.
✷

5.3 Viscosity subsolution on [0, T )× Rd × R+

We focus here on the interior of the domain. Consider (t0, s0, z0) ∈ [0, T ) × Rd × R+ and φ ∈
C2([0, T ) ×Rd × R+,R) such that for all (t, s, z) ∈ [0, T )× Rd × R+\ {(t0, s0, z0)}:

0 = (u∗,g − φ)(t0, s0, z0) > (u∗,g − φ)(t, s, z).

We want to show that Agφ(t0, s0, z0)− ag(t0, s0, z0) ≤ 0. We separate the proof in 4 steps.

Step 1: By Lemma 5.3, there exists a sequence (tǫ, sǫ, zǫ) −→ (t0, s0, z0) when ǫ −→ 0 such that

ûǫ,g(tǫ, sǫ, zǫ, 0) −→
ǫ−→0

u∗,g(t0, s0, z0).

Then we have that lǫ∗ := ûǫ,g(tǫ, sǫ, zǫ, 0) − φ(tǫ, sǫ, zǫ) −→ 0 and (xǫ, yǫ) −→ (x0, y0) where

(xǫ, yǫ) := (zǫ − yg(tǫ, sǫ, zǫ) · 1d,yg(tǫ, sǫ, zǫ)) ,

(x0, y0) := (z0 − yg(t0, s0, z0) · 1d,yg(t0, s0, z0)) .

Now since uǫ is locally bounded from above, there exists r0 > 0 and ǫ0 > 0 depending on

(t0, s0, x0, y0) such that:

b∗ := sup {uǫ,g(t, s, x, y), (t, s, x, y) ∈ Br0(t0, s0, x0, y0), ǫ ∈ (0, ǫ0]} < +∞,

where, reducing r0 if necessary, the ball is strictly included in the interior of the domain, and

where, reducing ǫ0 if necessary, we can assume w.l.o.g. that (tǫ, sǫ, xǫ, yǫ) ∈ Br0(t0, s0, x0, y0) for

ǫ ≤ ǫ0. We now build a test function from φ for vǫ,g in order to apply the PDE associated to vǫ,g.

We define for (ǫ, δ) ∈ (0, 1]2 the function ψ̂ǫ,δ and the corresponding ψǫ,δ by:

ψ̂ǫ,δ(t, s, z, ξ) := vg(t, s, z) − ǫ2
(
lǫ∗ + φ(t, s, z) + Φ̂ǫ(t, s, z, ξ)

)
− ǫ4(1 + δ)w̃g(t, s, z, ξ),

where Φ̂ǫ is defined by

Φ̂ǫ(t, s, z, ξ) := c
(
(t− tǫ)4 + (s− sǫ)4 + (z − zǫ)4 + ǫ4(w̃g)4(t, s, z, ξ)

)
,

and c is a constant chosen large enough so that for ǫ ≤ ǫ0

Φǫ ≥ 1 + b∗ − φ, on Br0(t0, s0, x0, y0)\Br0/2(t0, s0, x0, y0). (5.7)

Notice that c0 is independent of ǫ. The constant δ will be fixed later. We also emphasize that by

assumption, wg and w̃g are only C1 in ξ on the whole domain.
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Step 2: We now show that for ǫ and δ small enough, the difference (vǫ,g−ψǫ,δ) has a local minimizer

in B0 := Br0(t0, s0, x0, y0). Indeed it is sufficient to show that Iǫ,δ has a local minimizer where:

Iǫ,δ(t, s, x, y) :=
vǫ,g(t, s, x, y) − ψǫ,δ(t, s, x, y)

ǫ2

=− uǫ,g(t, s, x, y) + lǫ∗ + φ(t, s, z) + Φǫ(t, s, x, y) + ǫ2δw̃g(t, s, z, ξ)

− ǫ2wg(t, s, z, ηg(t, s, z)ρ∗(t, s, z)).

Now since wg and ρ∗(t, s, z) are continuous, w̃g is non-negative and using (5.7), for δ > 0 small

enough and ǫ ≤ ǫ0, we have for any (t, s, x, y) ∈ ∂B0:

Iǫ,δ(t, s, x, y) ≥ −uǫ,g(t, s, x, y) + lǫ∗ + 1 + b∗ − ǫ2wg(t, s, z, ηg(t, s, z)ρ∗(t, s, z)) ≥ 1

2
+ lǫ∗ > 0,

for ǫ small enough. Now since Iǫ,δ(tǫ, sǫ, xǫ, yǫ) −→ 0 when ǫ −→ 0, this implies that for ǫ small

enough, Iǫ,δ has a local minimizer (t̃ǫ, s̃ǫ, x̃ǫ, ỹǫ) in B0 and we introduce:

z̃ǫ := x̃ǫ + ỹǫ · 1d, and ξ̃ǫ :=
ỹǫ − yg(t̃ǫ, s̃ǫ, z̃ǫ)

ǫ
.

To summarize, we have:

min
B0

(v̂ǫ,δ − ψ̂ǫ,δ) = (v̂ǫ,δ − ψ̂ǫ,δ)(t̃ǫ, s̃ǫ, z̃ǫ, ξ̃ǫ), with |t̃ǫ − t0|+ |s̃ǫ − s0|+ |z̃ǫ − z0| ≤ r0,
∣∣∣ξ̃ǫ
∣∣∣ ≤ r1

ǫ,

for some constant r1. Now since ψǫ,δ is at least C1, we have that by the dynamic programming

equation verified by vǫ,g that:

Λǫ
i,j ·

(
ψǫ,δ
x , ψǫ,δ

y

)
(t̃ǫ, s̃ǫ, x̃ǫ, ỹǫ) ≥ 0, for (i, j) ∈ I. (5.8)

Step 3: Our aim in this step is to show that for ǫ small enough, ψǫ,δ is actually C2 in ξ. Thank to

Proposition 2.1, it is enough to show that for ǫ small enough we have:

ρ̃ǫ := ξ̃ǫ/ηg(t̃ǫ, s̃ǫ, z̃ǫ) ∈ Og
0(t̃

ǫ, s̃ǫ, z̃ǫ),

where Og
0(t, s, z) is the open set introduced in Proposition 2.1. Assume on the contrary that there

exists ǫn −→ 0 such that for n large enough ρ̃ǫn /∈ Og
0(t̃

ǫn , s̃ǫn , z̃ǫn). Then since w̄g is C1 and

thanks to (2.18), we have:

−λin0 ,jn0 vgz (t̃ǫn , s̃ǫn , z̃ǫn) +
(
w̃g

ξi
n
0
− w̃g

ξj
n
0

)
(t̃ǫn , s̃ǫn , z̃ǫn , ξ̃ǫn) = 0 for some (in0 , j

n
0 ) ∈ I.

We obtain then by boundedness of
(
t̃ǫn , s̃ǫn , z̃ǫn , ǫnξ̃

ǫn
)
n
, (5.8) and using Assumption 3.1 (and in

particular the constant c0 introduced there)

− 4c0ǫ
2
n(ǫnw̃

g)3(t̃ǫn , s̃ǫn , z̃ǫn , ξ̃ǫn)
(
w̃g

ξi
n
0
− w̃g

ξj
n
0

)
(t̃ǫn , s̃ǫn , z̃ǫn , ξ̃ǫn)

+ ǫ3nv
g
z (t̃

ǫn , s̃ǫn , z̃ǫn)
[
λi

n
0 ,j

n
0 − (1 + δ)(wg

ξi
n
0
− wg

ξj
n
0
)(t̃ǫn , s̃ǫn , z̃ǫn , ρ̃ǫn)

]
+ ◦(ǫ3n) ≥ 0.

And by positivity of w̃g, we have:

0 ≤ −4c0λ
in0 ,j

n
0 vgz(t̃

ǫn , s̃ǫn , z̃ǫn)ǫ2n(ǫnw̃
g)3(t̃ǫn , s̃ǫn , z̃ǫn , ξ̃ǫn)− δλi

n
0 ,j

n
0 ǫ3nv

g
z(t̃

ǫn , s̃ǫn , z̃ǫn) + ◦(ǫ3n)
≤ −δλin0 ,jn0 ǫ3nvgz (t̃ǫn , s̃ǫn , z̃ǫn) + ◦(ǫ3n),
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which leads to a contradiction when n goes to +∞.

Step 4: Since ψǫ,δ is smooth enough, we are now able to use it as a test function for the parabolic

operator in (2.12). By the supersolution property of vǫ,g, we have:

kvǫ,g − Lψǫ,δ − Ũ1(ψ
ǫ,δ
x )(t̃ǫ, s̃ǫ, x̃ǫ, ỹǫ) ≥ 0.

Since (t, s, z) 7→ Og
0(t, s, z) is continuous by Assumption 3.2 and since (t̃ǫ, s̃ǫ, z̃ǫ) is bounded, we

know that (ξ̃ǫ)ǫ is bounded. By standard results of the theory of viscosity solutions, we then have

a sequence (ǫn)n such that ǫn −→ 0 and such that

(tn, sn, zn, ξn) := (t̃ǫn , s̃ǫn , z̃ǫn , ξ̃ǫn) −→ (t0, s0, z0, ξ̃),

for some ξ̃ ∈ Rd. We then have

−1

2
vgzz(tn, sn, zn)

∣∣σT (tn, sn)ξn
∣∣2 + 1

2
(1 + δ)Tr

[
αg(αg)T (tn, sn, zn)w

g
ξξ(sn, zn, ξn)

]

−Agφ(tn, sn, zn)−AgΦǫn(tn, sn, xn, yn) +Rǫn(φ+Φǫn , (1 + δ)w̃g)(tn, sn, zn, ξn) ≥ 0,

where the remainder term Rǫn(φ + Φǫn , (1 + δ)w̃g)(tn, sn, zn, ξn) is controlled using the result of

Lemma 5.4. We know that wg is C2 at the points (tn, sn, zn, ξn) but not necessarily at (t0, s0, z0, ξ̃),

which might be so that ρ̃ := ξ̃/(ηg(t0, s0, z0)) ∈ ∂Og
0(t, s, z). Now we remind the reader that by

definition of wg and since ρn ∈ Og(tn, sn, zn, ξn)

−1

2
vgzz(tn, sn, zn)

∣∣σT (tn, sn)ξn
∣∣2 + 1

2
Tr
[
αg(αg)Twg

ξξ

]
(tn, sn, zn, ξn) = −ag(tn, sn, zn),

so that:

ag(t,sn, zn)−Agφ(tn, sn, zn)−AgΦǫn(tn, sn, xn, yn) + δ
(
ag(tn, sn, zn)

+
1

2
vgzz(tn, sn, zn)

∣∣σT (tn, sn)ξn
∣∣2
)
+Rǫn(φ+Φǫ

n, (1 + δ)w̃g)(tn, sn, zn, ξn) ≥ 0.

Therefore, wg
ξξ no longer appears directly in the above equation, except in the remainder Rǫn(φ+

Φǫ
n, (1 + δ)w̃g) for which it is implicitly understood that we do the same transformation. Now by

continuity of the map (t, s, z) 7−→ ag(t, s, z) stated in Assumption 3.2, and since we clearly have

that Rǫn(φ+φǫn , (1+δ)w̃g)(tn, sn, zn, ξn) −→ 0 (recall that we are away from T here, so that none of

the quantities in the upper bound given in Lemma 5.4 can explode) and AgΦǫn(tn, sn, xn, yn) −→ 0

when n −→ ∞, Φǫ and all its derivatives go to 0. Finally, we obtain

ag(t0, s0, z0)−Agφ(t0, s0, z0) + δ

(
ag(t0, s0, z0)−

1

2
vgzz(t0, s0, z0)|σT (t0, s0)ξ̃|2

)
≥ 0.

Recall that ξ̃ may depend on δ but is uniformly bounded. Then we can send δ to 0 to obtain the

required result.
✷

5.4 Viscosity subsolution on
{
T
}
× Rd × R+

In contrast with the previous section, the use of ug,ǫ is not necessary here, and we will therefore

concentrate only on ūg,ǫ.

Let (s0, z0, φ) ∈ (0,+∞)d+1 × C2
(
(0,+∞)d+1

)
be such that

0 = (ug,∗ − φ)(T, s0, z0) > (ug,∗ − φ)(t, s, z), ∀(t, s, z) ∈ [0, T ] × (0,+∞)d+1\ {(T, s0, z0)} .
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By definition of viscosity solutions, we want to deduce that φ(T, s0, z0) ≤ 0. Assume on the

contrary that φ(T, s0, z0) > 2δ for some δ > 0. Then we have for r0 > 0 small enough,

φ(t, s, z) > δ, ∀(t, s, z) ∈ [T − r0, T ]×Br0(s0, z0). (5.9)

Let us then consider a sequence (tǫ, sǫ, zǫ) converging to (T, s0, z0) such that ˆ̄uǫ,g(tǫ, sǫ, zǫ, 0) −→
u∗,g(T, s0, z0). We introduce:

lǫ∗ := ˆ̄uǫ,g(tǫ, sǫ, zǫ, 0) − φ(tǫ, sǫ, zǫ) −→
ǫ−→0

0. (5.10)

By assumption 3.3, there exists 0 < r1 < r0 such that:

b∗ := sup
{
ˆ̄ug,ǫ(t, s, z, 0), (t, s, z) ∈ [T − r1, T ]×Br1(s0, z0)

}
< +∞.

We will denote for simplicity B1 := [T − r1, T ]×Br1(s0, z0). We split the proof in two parts.

Step 1: We first show that there is some ǫ0 such that tǫ < T for any ǫ ≤ ǫ0. Assume on the

contrary that we have a sequence ǫn −→ 0 such that ˆ̄uǫ,g(tǫn , sǫn , zǫn) −→ u∗,g(T, s0, z0) and such

that tǫn = T for countably many n. Extracting a further subsequence if necessary, we can assume

without loss of generality that the sequence (tǫn)n is actually stationary at T . We then have

ūg,ǫ(T, sǫn , xǫn , yǫn) =
U2(zǫn − g(sǫn))− U2(ℓ

ǫn(xǫn , yǫn)− g(sǫn))

ǫ2
,

where (xǫn , yǫn) := (zǫn −yg(T, sǫn , zǫn),y
g(T, sǫn , zǫn)). Since yg(T, ·, ·) is continuous by Assump-

tion 3.1, we have by definition of ℓǫ:

∣∣∣∣
ℓǫn(xǫn , yǫn)− zǫn

ǫ3n

∣∣∣∣ =

∣∣∣∣∣∣
1

ǫ3n

d∑

j=1

(
yj

(
1

1 + ǫ3nλ
j,0

− 1

)
1yj≥0 + ǫ3nλ

0,jyj1yj<0

)∣∣∣∣∣∣
≤ C,

for some constant C independent of n and ǫ. Since U2 is C1, we deduce that

U2(zǫn − g(sǫn))− U2(ℓ
ǫn(xǫn , yǫn)− g(sǫn))

ǫ2n
−→ 0,

as n −→ +∞, wich contradicts (5.9) and (5.10).

Step 2: Similarly as in Section 5.3 and in [54] and [48], we build a test function ψǫ for vg,ǫ.

Let p ∈ (0, 1) be a constant which will be fixed later. We define ψǫ by

ψ̂ǫ(t, s, z, ξ) := vg(t, s, z) − ǫ2(lǫ∗ + φ(t, s, z) + Φǫ(t, s, z))− ǫ4 ˆ̟ (ξ),

with Φǫ(t, s, z) := l0(T − t)p + l1((s− sǫ)
2 + (z − zǫ)

2), ˆ̟ (ξ) := |ξ|2 , for some constants l1 and l0.

By definition, we have ˆ̄uǫ,g(t, s, z, 0) ≤ b∗ for all (t, s, z) ∈ B1. We now choose l1 large enough and

l0 so that on B1\B2 where B2 := [T − r1
2 , T ]×B r1

2
(s0, z0), we have

φ(t, s, z) + Φǫ(t, s, z) + ǫ2ξ2 ≥ 2 + b∗.

We then have that vǫ − ψǫ has a local minimizer in B1. Indeed on ∂B1, for ǫ small enough, since

lǫ∗ −→ 0, we have:

vǫ,g(t, s, x, y)− ψǫ(t, s, x, y)

ǫ2
= − uǫ,g(t, s, x, y) + lǫ∗ + φ(t, s, z) + Φǫ(t, s, z) + (y − yg(t, s, z))2

≥ − b∗ + lǫ∗ + 2 + b∗ > 0.
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Since vǫ,g(tǫ, sǫ, xǫ, yǫ) − ψǫ(tǫ, sǫ, xǫ, yǫ) = 0, we then have the existence of a local minimizer

(t̃ǫ, s̃ǫ, x̃ǫ, ỹǫ) ∈ B1. We denote by (t̃ǫ, s̃ǫ, z̃ǫ, ξ̃ǫ) the corresponding minimizer after the usual change

of variable. We also recall that by classical results on viscosity solutions, we have (t̃ǫ, s̃ǫ, z̃ǫ) −→
(T, s0, z0) as ǫ goes to 0. Now by the viscosity supersolution property of vǫ at (t̃ǫ, s̃ǫ, x̃ǫ, ỹǫ), we

have, since we recall that we do have t̃ǫ < T

min
(i,j)∈I

{
kψǫ − Lψǫ − κŨ1(ψ

ǫ
x), Λ

ǫ
i,j ·

(
ψǫ
x, ψ

ǫ
y

) }
(t̃ǫ, s̃ǫ, x̃ǫ, ỹǫ) ≥ 0. (5.11)

Step 3: We now show that there exists ǫ̂ such that for ǫ ≤ ǫ̂ the sequence (ξ̃ǫ)0<ǫ≤ǫ̂ is bounded. Since

the sequence (t̃ǫ, s̃ǫ, z̃ǫ, ǫξ̃ǫ) is bounded, we indeed easily compute that the gradient constraints in

(5.11) implies for (i, j) ∈ I

Λǫ
i,j ·

(
ψǫ
x, ψ

ǫ
y

)(
t̃ǫ, s̃ǫ, z̃ǫ, ξ̃ǫ

)
= ǫ3

(
λi,jvgz(t̃ǫ, s̃ǫ, z̃ǫ)− 2(ei − ej) · ξ̃ǫ

)
+ ◦(ǫ3) ≥ 0.

Then for i = 0 and j ≥ 1, we obtain, since λ0,j ∈ I for any j ≥ 1, that for ǫ small enough

ξ̃jǫ ≥ −λ0,jvgz(t̃ǫ, s̃ǫ, z̃ǫ) > −Const,

where Const > 0 is uniform in ǫ. Then for i ≥ 1 and j = 0, we obtain that for ǫ small enough

ξ̃iǫ ≤ λi,0vgz(t̃ǫ, s̃ǫ, z̃ǫ) < Const.

Hence (ξ̃ǫ) is bounded for ǫ small enough.

Step 4: We now deduce from (5.11) and Lemma 5.4 that at point (t̃ǫ, s̃ǫ, x̃ǫ, ỹǫ):

ǫ2
(
−v

g
zz

2

∣∣∣σT ξ̃ǫ
∣∣∣
2
+Tr

[
αg(αg)T

]
−Ag(lǫ∗ + φ+Φǫ) +Rǫ(lǫ∗ + φ+Φǫ, ˆ̟ )

)
≥ 0. (5.12)

Since for ǫ small, (ξ̃ǫ) is bounded, ˆ̟ only depends on ξ and Φǫ and all its derivatives with respect

to s and z are bounded, we obtain by Lemma 5.4 and Assumption 3.1 that for some Const > 0

|Rǫ(lǫ∗ + φ+Φǫ, ˆ̟ )| (t̃ǫ, s̃ǫ, z̃ǫ, ξ̃ǫ) ≤ ǫ
Const

(T − t̃ǫ)1−η
.

Now by definition of Ag and Φǫ, we observe easily that

Ag(lǫ∗ + φ+Φǫ)(t̃ǫ, s̃ǫ, z̃ǫ) =
pl0

(T − t̃ǫ)1−p
+ rǫ,

where rǫ is bounded near 0, so that by (5.12) and Assumption 3.1(i), we obtain

− pl0

(T − t̃ǫ)1−p
+

Const

(T − t̃ǫ)1−µ
+ ǫ

Const

(T − t̃ǫ)1−η
+ r̃ǫ ≥ 0,

where r̃ǫ := −rǫ + Tr
[
αg(αg)T

]
, is bounded near 0. Choosing p = (η ∧ µ)/2, this leads to a

contradiction for ǫ > 0 small enough, since t̃ǫ goes to T .
✷
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5.5 Viscosity supersolution

We are interested in this section in the supersolution part. We first note that since ūǫ,g ≥ 0, the

supersolution property on
{
T
}
× Rd × R+ is indeed trivial. We then only focus on the interior of

the domain. Our aim is then to show:

Proposition 5.1. Under Assumptions 3.1, 3.2 and 3.3, ug∗ is a viscosity supersolution of the

second corrector equation (2.16) on [0, T )× (0,+∞)d+1.

We first recall some crucial properties proved in [48], that we shall use in the proof of Proposition

5.1. The first one concerns a regular approximation of w̃g by convolution. Consider υ : Rd −→ R

a positive, even, C∞ kernel with support in B1(0). We then define for m > 0:

w̃g,m(·, ξ) :=
∫

Rd

υm (ζ) w̃g(·, ξ − ζ)dζ,

where υm(x) := m−dυ(x/m). The proof of the following lemma can be found in [48]:

Lemma 5.5. Under Assumtion 3.2, we have for any m > 0 that:

(i) w̃g,m is C2, convex in ξ and for any (t, s, z, ξ) ∈ [0, T )× (0,+∞)d+1 × Rd,

0 ≤ w̃g,m(t, s, z, ξ) ≤ Lvgz (t, s, z)(1 +m)(1 + |ξ|).

(ii) w̃g,m is smooth in (t, s, z) ∈ [0, T )× (0,+∞)d+1, and satisfies the following, uniformly in m,

(|w̃g,m|+ |w̃g,m
t |+ |w̃g,m

s |+ |w̃g,m
ss |+ |w̃g,m

z |+ |w̃g,m
sz |+ |w̃g,m

zz |) (·, ξ) ≤ C(·)(1 +m) (1 + |ξ|)
(∣∣∣w̃g,m

ξ

∣∣∣+
∣∣∣w̃g,m

sξ

∣∣∣+
∣∣∣w̃g,m

zξ

∣∣∣
)
(·, ξ) ≤ C(·)

∣∣∣w̃g,m
ξξ

∣∣∣ (·, ξ) ≤ C(·)1ξ∈Bg
(·), (5.13)

where C(t, s, z) is a continuous function depending on the Merton value function and its derivatives,

and Bg(t, s, z) is some ball with a continuous radius, centered at 0.

(iii) For every (i, j) ∈ I and every (t, s, z, ξ) ∈ [0, T )× (0,+∞)d+1 × Rd

−λi,jvgz (t, s, z) + w̃g,m
ξi

(t, s, z, ξ)− w̃g,m
ξj

(t, s, z, ξ) ≤ 0.

(iv) For every (t, s, z, ξ) ∈ [0, T )× (0,+∞)d+1 × Rd, we have

1

2
vgzz(t, s, z)

∫

Rd

υm(ζ)
∣∣σ(t, s)T (ξ − ζ)

∣∣2 dζ − 1

2
Tr
[
αg(αg)T w̃g,m

ξξ

]
(t, s, z, ξ) + ag(t, s, z) ≤ 0.

To build a test function in the proof of Proposition 5.1 we will also use the following result.

Lemma 5.6. For any δ ∈ (0, 1) and any ν > 0, there exists aδ := aδ,ν > 1 and a function

hδ,ν : Rd −→ [0, 1] such that hδ,ν is C∞, hδ,ν = 1 on B1(0) and hδ,ν = 0 on Baδ (0)
c. Moreover, for

any 1 ≤ i, j ≤ d and for any ξ ∈ Rd

∣∣∣hδ,νξi
(ξ)
∣∣∣ ≤ νδ

3
, |ξ| |hδ,νξi

| ≤ νδ, and |ξ| |hδ,νξξ |+ |hδ,νξξ | ≤ C∗,

for some constant C∗ independent of δ.

This Lemma and its proof can be found in [48]. We conclude these preliminary results with the

following useful lemma, which follows directly from Lemmas 5.5 and 5.6.
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Lemma 5.7. For any δ ∈ (0, 1), ν > 0 and m > 0, the map Υ := w̃g,mhδ,ν is smooth and satisfies

the following estimates

(|Υ|+ |Υt|+ |Υs|+ |Υss|+ |Υz|+ |Υsz|+ |Υzz|) (t, s, z, ξ) ≤ C(t, s, z)(1 +m) (1 + |ξ|) 1
|ξ|≤aδ

(|Υξ|+ |Υsξ|+ |Υzξ|) (t, s, z, ξ) ≤ 4C(t, s, z)

(
1 + (1 +m)(1 + |ξ|)νδ

√
d

3

)
1|ξ|≤aδ

|Υξξ(t, s, z, ξ)| ≤ C(t, s, z)

(
1 + 2

νδ
√
d

3
+ C∗(1 +m)(1 + |ξ|)

)
1|ξ|≤aδ , (5.14)

where C(t, s, z) and C∗ were introduced in Lemmas 5.5 and 5.6.

Proof of Proposition 5.1.

Let (t0, s0, z0) ∈ [0, T ) × (0,+∞)d+1 and φ, C2 s.t., ∀(t, s, z) ∈ [0, T ) × (0,+∞)d+1\ {(t0, s0, z0)}:

0 = (ug∗ − φ)(t0, s0, z0) < (ug∗ − φ)(t, s, z).

We want to show that Agφ(t0, s0, z0)− ag(t0, s0, z0) ≥ 0. Assume on the contrary that:

Agφ(t0, s0, z0)− ag(t0, s0, z0) < 0, (5.15)

Then there exists r0 > 0 such that Agφ(t, s, z) − ag(t, s, z) ≤ 0 on Br0(t0, s0, z0).

We proceed in 5 steps. The first two steps consist in defining a test function for the dynamic

programming equation (2.12). The third one is devoted to prove that the gradient constraint for

this test function is not binding, so that the parabolic part is. The last two steps lead to the

required contradiction of (5.15).

Step 1: By Lemma 5.3, there exists a sequence (tǫ, sǫ, zǫ) −→ (t0, s0, z0) when ǫ −→ 0 such that

ûǫ,g(tǫ, sǫ, zǫ, 0) −→
ǫ−→0

ug∗(t0, s0, z0).

We have lǫ∗ := ûǫ,g(tǫ, sǫ, zǫ, 0) − φ(tǫ, sǫ, zǫ) −→ 0 and (xǫ, yǫ) −→ (x0, y0), as ǫ goes to 0, where

(xǫ, yǫ) := (zǫ − yg(tǫ, sǫ, zǫ) · 1d,yg(tǫ, sǫ, zǫ)) ,

(x0, y0) := (z0 − yg(t0, s0, z0) · 1d,yg(t0, s0, z0)) .

We then consider ǫ0 > 0 such that for all ǫ ≤ ǫ0

|tǫ − t0|+ |sǫ − s0|+ |zǫ − z0| ≤
r0
4
, and |lǫ∗| ≤ 1.

Consider next a constant q0 > 0 such that:

sup
(t,s,z)∈Br0/2

(t0,s0,z0)

{
φ(t, s, z) + C(t, s, z)

}
+ 3 ≤ q0

( r0
12

)4
,

where C(t, s, z) is the continuous function appearing in (5.13). We then introduce:

φǫ(t, s, z) := φ(t, s, z) − q0
(
|t− tǫ|4 + |z − zǫ|4 + |s− sǫ|4

)
.

We then have for ǫ ≤ ǫ0 and (t, s, z) ∈ ∂Br0/2(t0, s0, z0) that |t − tǫ| + |z − zǫ| + |s − sǫ| ≥ r0/4,

and thus that

|t− tǫ|4 + |z − zǫ|4 + |s− sǫ|4 ≥ 1

81
(|t− tǫ|+ |z − zǫ|+ |s− sǫ|)4 ≥

( r0
12

)4
.
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Then on ∂Br0/2(t0, s0, z0), we have:

φǫ(t, s, z) + l∗ǫ + C(t, s, z) = φ(t, s, z) + C(t, s, z)− q0
(
|t− tǫ|4 + |z − zǫ|4 + |s− sǫ|4

)
+ l∗ǫ

≤ q0

( r0
12

)4
− 3− q0

(
|t− tǫ|4 + |z − zǫ|4 + |s− sǫ|4

)
+ 1

≤ q0

(( r0
12

)4
− |t− tǫ|4 − |z − zǫ|4 − |s− sǫ|4

)
− 2 ≤ −2. (5.16)

Consider next the function Φǫ := φǫ − φ + l∗ǫ . By linearity of the operator Ag, and Assumption

3.1, we have that there exists ǫ0 > 0 such that b <∞, where

b := sup
{
|AgΦǫ| (t, s, z), ǫ ≤ ǫ0, (t, s, z) ∈ B̄r0/2(t0, s0, z0)

}
. (5.17)

Throughout the rest of the proof, we let m ∈ (0, 1]. Now for any δ ∈ (0, 1) and ν > 0, let hδ,ν be the

function defined by Lemma 5.6, and introduce a parameter ξ∗ := 1∨ ξ̃0∨ ξ̃∗, where ξ̃0 > 0 is greater

than ηg(t0, s0, z0) times the diameter of Og(t0, s0, z0) and large enough so that for every |ξ| ≥ ξ̃0,

w̃g,m
ξξ (t, s, z, ξ) = 0, for every (t, s, z) ∈ Br0/2(t0, s0, z0), and ξ̃∗ is such that for any ξ ∈ Bξ̃∗(0)

c and

(t, s, z) ∈ B̄r0/2(t0, s0, z0), we have

−1

2
vgzz
∣∣σT ξ

∣∣2 −Ag(φ+Φǫ) >
1

2
Tr
[
αg(αg)T

]
C(t, s, z)

(
C∗ +

√
dδλ

4L

)
+ 1, (5.18)

where C∗ is the constant introduced in Lemma 5.6 and C(t, s, z) is the function introduced in

Lemma 5.5 (we remind the reader that they are both uniform in m). Define then H(ξ) := hδ,ν
(

ξ
ξ∗

)

and the test function

ψ̂ǫ,δ,m(t, s, z, ξ) := vg(t, s, z) − ǫ2(φǫ(t, s, z) + l∗ǫ )− ǫ4(1− δ)w̃g,m(t, s, z, ξ)H(ξ).

Step 2: In this part, we introduce a second modification of the test function. Introduce

Iǫ,δ,m(t, s, z, ξ) := ǫ−2
(
v̂ǫ,g − ψ̂ǫ,δ,m

)
(t, s, z, ξ),

we want to show that Iǫ,δ,m has a local maximizer on the interior of the domain. By definition,

Iǫ,δ,m(t, s, z, ξ) = φǫ(t, s, z) − ûǫ,g(t, s, z, ξ) + lǫ∗ − ǫ2wg(t, s, z, ξ) + ǫ2(1− δ)H(ξ)w̃g,m(t, s, z, ξ).

Recall that for ξ = 0, wg(·, ·, ·, 0) = 0, so that by definition of lǫ∗, we have

Iδ,ǫ,m(tǫ, sǫ, zǫ, 0) = ǫ2(1− δ)w̃g,m(tǫ, sǫ, zǫ, 0),

which goes to 0 as ǫ goes to 0, uniformly in m ∈ (0, 1], because of the uniform bounds given by

Lemma 5.5. Hence, there exists ǫ1 such that for any ǫ ≤ ǫ0 ∧ ǫ0 ∧ ǫ1,

Iδ,ǫ,m(tǫ, sǫ, zǫ, 0) ≥ −1. (5.19)

Using successively that vǫ,g ≤ vg, 0 ≤ w̃g,m(t, s, z, ξ) ≤ 2C(t, s, z)(1 + |ξ|) (with C(t, s, z) still

being the continuous function appearing (5.13) and where we used the fact that m ∈ (0, 1]) and

0 ≤ H(ξ) ≤ 1|ξ|≤aδξ∗ , we have

Iǫ,δ,m(t, s, z, ξ) ≤ φǫ(t, s, z) + lǫ∗ + ǫ2(1− δ)H(ξ)w̃g,m(t, s, z, ξ)

≤ φǫ(t, s, z) + lǫ∗ + 2ǫ2(1− δ)C(t, s, z)H(ξ)(1 + |ξ|)
≤ φǫ(t, s, z) + lǫ∗ + 2ǫ2C(t, s, z)(1 + aδξ∗),
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where aδ is the constant introduced in Lemma 5.6. Then for any ǫ ≤ ǫδ :=
√

2(1 + aδξ∗), we have

Iǫ,δ,m(t, s, z, ξ) ≤ φǫ(t, s, z) + lǫ∗ +C(t, s, z).

Introduce then Q(t0,s0,z0) :=
{
(t, s, z, ξ), (t, s, z) ∈ B̄r0/2(t0, s0, z0)

}
. The above implies in partic-

ular that for ǫ ≤ ǫ0 ∧ ǫ0 ∧ ǫ1 ∧ ǫδ

I(ǫ, δ,m) := sup
(t,s,z,ξ)∈Q(t0,s0,z0)

Iǫ,δ,m(t, s, z, ξ) <∞.

Moreover, using (5.16), we deduce that for (t, s, z, ξ) ∈ ∂Q(t0,s0,z0) and for any ǫ ≤ ǫ0 ∧ ǫ0 ∧ ǫ1 ∧ ǫδ

Iǫ,δ,m(t, s, z, ξ) ≤ −2. (5.20)

We can now consider a sequence (t̂n, ŝn, ẑn, ξ̂n) in int
(
Q(t0,s0,z0)

)
such that

Iǫ,δ,m(t̂n, ŝn, ẑn, ξ̂n) ≥ I(ǫ, δ,m) − 1

2n
.

It is now time to penalize the test function to obtain the existence of an interior maximiser, which

is not obvious with our previous construction. We consider f : R −→ [0, 1], smooth such that

f(0) = 1 and f(x) = 0 if x ≥ 1. Define

ψ̂ǫ,δ,m,n(t, s, z, ξ) := ψ̂ǫ,δ,m(t, s, z, ξ) − ǫ2

n
f
(
|ξ − ξ̂n|

)
.

Consider then

Iǫ,δ,m,n(t, s, z, ξ) := ǫ−2
(
v̂ǫ,g − ψ̂ǫ,δ,m,n

)
(t, s, z, ξ) = Iǫ,δ,m(t, s, z, ξ) +

1

n
f
(
|ξ − ξ̂n|

)
.

By definition of (t̂n, ŝn, ẑn, ξ̂n), we have for any (t, s, z, ξ) ∈ Q(t0,s0,z0)

Iǫ,δ,m,n(t̂n, ŝn, ẑn, ξ̂n) = Iǫ,δ,m(t̂n, ŝn, ẑn, ξ̂n) +
1

n
≥ Iǫ,δ,m(t, s, z, ξ) +

1

2n
.

Notice that for |ξ − ξ̂n| ≥ 1, we have Iǫ,δ,m,n(t, s, z, ξ) = Iǫ,δ,m(t, s, z, ξ). For n large enough, we

then have that

sup
(t,s,z,ξ)∈Q(t0,s0,z0)

Iǫ,δ,m,n(t, s, z, ξ) = sup
(t,s,z,ξ)∈Qn

(t0,s0,z0)

Iǫ,δ,m,n(t, s, z, ξ),

where Qn
(t0,s0,z0)

:=
{
(t, s, z, ξ), |ξ − ξ̂n| ≤ 1, (t, s, z) ∈ Q(t0,s0,z0)

}
is compact. Then since Iǫ,δ,m,n

is continuous, this implies the existence of (tn, sn, zn, ξn) ∈ Qn
(t0,s0,z0)

which maximises Iǫ,δ,m,n.

We also observe that (tn, sn, zn, ξn) ∈ int
(
Q(t0,s0,z0)

)
. Indeed, it is clear that we have for ǫ ≤

ǫ0 ∧ ǫ0 ∧ ǫ1 ∧ ǫδ

Iǫ,δ,m,n(tn, sn, zn, ξn) ≥ Iǫ,δ,m,n(tǫ, sǫ, zǫ, 0) ≥ Iǫ,δ,m(tǫ, sǫ, zǫ, 0) ≥ −1,

and for (t, s, z, ξ) ∈ ∂Q(t0,s0,z0), we have using (5.20)

Iǫ,δ,m,n(t, s, z, ξ) ≤ Iǫ,δ,m(t, s, z, ξ) +
1

n
≤ −2 +

1

n
< −1, for n > 1.
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We then have for n > 1 and ǫ ≤ ǫ0 ∧ ǫ0 ∧ ǫ1 ∧ ǫδ, that by the viscosity subsolution property of vǫ,g

at the point (tn, sn, zn, ξn) (with corresponding (tn, sn, xn, yn))

min
(i,j)∈I

{
kψǫ,δ,m,n − Lψǫ,δ,m,n − Ũ1(ψ

ǫ,δ,m,n
x ), Λǫ

i,j · (ψǫ,δ,m,n
x , ψǫ,δ,m,n

y )
}
≤ 0. (5.21)

Step 3. We now show that for ǫ small enough, and n large enough,

Di,j := Λǫ
i,j · (ψǫ,δ,m,n

x , ψǫ,δ,m,n
y )(tn, sn, xn, yn) > 0 for all (i, j) ∈ I.

It is easy to compute that for (i, j) ∈ I , we have Di,j = ǫ3Gǫ − Eǫ − F ǫ,n, with

Gǫ :=
[
λi,jvgz (tn, sn, zn)− (1− δ)(w̃g,mH)ξ(tn, sn, zn, ξn).(ei − ej)

]
,

Eǫ := λi,jǫ7(1− δ)(w̃g,m
z H)(tn, sn, zn, ξn) + λi,j

[
ǫ5(φz(tn, sn, zn)− 4q0|zn − zǫ|3)

+ǫ6(1− δ)(w̃g,mH)ξ(tn, sn, zn, ξn).(ei − yg
z(tn, sn, zn))

]
,

F ǫ,n :=
ǫ

n

f ′(|ξn − ξ̂n|)
|ξn − ξ̂n|

(
ξn − ξ̂n

)
·
(
ei − ej + λi,jǫ3(ei − yg

z(tn, sn, zn))
)
.

By the properties of hδ,ν obtained in Lemma 5.6 and the estimates of Lemmas 5.5, 5.7, we have:

|Eǫ| ≤ λi,jǫ5
[
|φz|(tn, sn, zn) + 4q0 |zn − zǫ|3 + 2ǫ2C(tn, sn, zn)(1 + |ξn|)1|ξn|<aδξ∗

+ ǫC1(t0, s0, z0)C(tn, ss, zn)

(
1 + 2(1 + |ξn|)

νδ
√
d

3ξ∗

)
1|ξn|≤aδξ∗

]

≤ C2(t0, s0, z0)ǫ
5
[
1 + ǫ

(
1 + νδaδ

)
+ ǫ2aδξ∗

]

for some functions C1(t0, s0, z0), C2(t0, s0, z0) which depend on y
g
z , φz and the function C.

Similarly, recalling that |ξn − ξ̂n| ≤ 1, we obtain easily for some constant C3(t0, s0, z0), which

depends on y
g
z

|F ǫ,n| ≤ C3(t0, s0, z0)
ǫ

n
.

We then study Gǫ. By Lemma 5.5(i) and (iii), we have

Gǫ = λi,jvgz − (1− δ)(w̃g,m
ξi

− w̃g,m
ξj

)H − (1− δ)wm(Hξi −Hξj)

≥ λi,jvgz − λi,j(1− δ)vgz − (1− δ)Lvgz (1 + |ξn|)
(
|Hξi |+

∣∣Hξj

∣∣)

≥ λi,jvgz

(
δ − L(1 + |ξn|)

λ
(1− δ)

(
|Hξi |+

∣∣Hξj

∣∣)
)
.

We then fix the value of ν of hν,δ by ν := 3λ
8L , so that by Lemma 5.6, we have for all 0 ≤ i ≤ d,

(1 + |ξ|)Hξi(ξ) ≤ λδ
2L , and Gǫ ≥ λi,jδ2vgz . Notice that the choice of ν only depends on λ and L, so

that the previous constants are not affected by our choice of ν. Since the sequence (tn, sn, zn) lives

in a compact set and vgz > 0 and is continuous, we obtain for some constant C4(t0, s0, z0) > 0 that

Di,j ≥ ǫ3λi,jδ2C4(t0, z0, z0)− C2(t0, s0, z0)ǫ
5
[
1 + ǫ

(
1 + νδaδ

)
+ ǫ2aδξ∗

]
− C3(t0, s0, z0)

ǫ

n
.

Then for some constant C̃ and some ǫ̃δ, we have for all ǫ ≤ ǫ̃δ and all n ≥ C̃ǫ−5 that

ǫ3λi,jδ2C4(t0, z0, z0)− C2(t0, s0, z0)ǫ
5
[
1 + ǫ

(
1 + νδaδξ∗

)
+ ǫ2aδξ∗

]
− C3(t0, s0, z0)

ǫ

n
> 0,
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so that Di,j > 0. By the arbitrariness of the pair (i, j) ∈ I , we obtain that for ǫ small enough and

n large enough

ǫ2J ǫ,δ,m,n :=
(
kψǫ,δ,m,n − Lψǫ,δ,m,n − Ũ1(ψ

ǫ,δ,m,n
x )

)
(tn, sn, xn, yn) ≤ 0. (5.22)

Step 4: We estimate the remainder associated to (5.22). By the calculations of Lemma 5.4

J ǫ,δ,m,n =− 1

2
vgzz(tn, sn, zn)

∣∣σT (tn, sn)ξn
∣∣2 −Ag(φ+Φǫ)(tn, sn, zn) +Rǫ,δ,m,n

+
1

2
(1− δ)Tr

[
αg(αg)T (tn, sn, zn) (w̃

g,mH)ξξ (sn, zn, ξn)
]
, ,

where for all 0 < ǫ ≤ 1,

|Rǫ,δ,m,n| ≤ Cδ
(
ǫ(|ξn|+ ǫ|ξn|2 + ǫ4 + ǫ3 + ǫ2n−1

)
, (5.23)

where Cδ is a uniform constant depending only on δ. Indeed, we know by Lemma 5.7 that w̃g,mH

has the required estimates for the evaluation of the remainder estimate in Lemma 5.4 (it is easy to

do the correspondance between w̃g,mhδ,ν and w̃g,mH). Then by Lemma 5.4 and since ǫξ = y − yg

is bounded on the ball Br0/2(t0, s0, z0), we see that, uniformly in m and δ, we have

H
ǫ(t, s, z, ξ) ≤ |vgz |+ ǫ2

(
|φz|+ |Φǫ

z|+ ǫ2
(
|w̃g,m

z |+ 1

ǫ
|yg

z || (w̃g,mH)ξ |+
1

nǫ3
|yg

z |K
))

,

where Hǫ was introduced in the proof of Lemma 5.4, and K1 is a uniform constant. Then the

quantity ζǫ(t, s, z, ξ) is uniformly bounded on Br0/2(t0, s0, z0), uniformly in m, but not in δ. Sim-

ilarly, we obtain easily that the quantity ǫ4Rǫ
(
(w̃g,mH) + 1

ǫ2n
f
)

is bounded by some constant

depending only on (t0, s0, z0) and δ. Hence we have for some function K̃δ depending on yg (and

its derivatives), the constant C(t, s, z) introduced in Lemma 5.5, K1 and δ that, uniformly in m:

∣∣∣Rǫ,δ,m,n
∣∣∣ ≤ K̃δ(t0, s0, z0)(ǫ|ξn|+ ǫ2|ξn|2) + ǫ4K̃δ(t0, s0, z0)(1 + ǫ−1 + n−1ǫ−2).

We then need to show that (ξn) remains bounded as ǫ goes to 0. Indeed, we have from Lemma 5.6

and Lemma 5.5:

∣∣∣(w̃g,mH)ξξ

∣∣∣ (t, s, z, ξ) ≤ C(t, s, z)

(
1 + 2

νδ
√
d

3ξ∗
+

2C∗

(ξ∗)2
(1 + |ξ|)

)
1|ξ|≤aδξ∗ ≤ Č(t, s, z),

where Č is a continuous functions depending on the function C appearing in Lemma 5.5 and ξ∗.

Now since we only consider elements (t, s, z) ∈ Q(t0,s0,z0) compact, we have by (5.22):

(−vgzz(tn, sn, zn))
∣∣σT ξn

∣∣2

2
+Rǫ,δ,m,n ≤

(
Ag(φ+Φǫ) +

∣∣αg(αg)T
∣∣ Č
)
(tn, sn, zn)

≤ sup
(t,s,z)∈Q(t0,s0,z0)

(
Ag(φ+Φǫ) +

∣∣αg(αg)T
∣∣ Č
)
≤ Const.

Then with (5.23), we obtain for

Č1 := sup
(t,s,z)∈Q(t0,s0,z0)

Č(t, s, z) and C0 := inf
(t,s,z)∈Q(t0,s0,z0)

(−vgzz)(t, s, z) > 0,
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since vg is strictly concave in z and smooth, that

C0|ξn|2 − Cδ

(
ǫ(|ξn|+ ǫ|ξn|2 + ǫ4 + ǫ3 +

ǫ2

n

)
≤ Č1.

Assume next that |ξn| goes to +∞ (up to a subsequence) as ǫ goes to 0. Then, the left-hand side

above would go to +∞, which contradicts the fact that it is bounded. Then the sequence (ξn) is

bounded by some ξ̂δ, depending only on δ, and not on m since we then know that Rǫ,δ,m,n −→ 0

when ǫ −→ 0 and n −→ ∞, uniformly in m ∈ (0, 1].

Step 5: Following [48], we show that |ξn| ≤ ξ∗ for n large enough (uniformly in m, but not in

δ), where ξ∗ was introduced in Step 1 of the proof. We consider now n large enough and ǫ small

enough so that for all m ∈ (0, 1], |Rǫ,δ,m,n| ≤ 1. Assume on the contrary that |ξn| > ξ∗. By our

choice of ξ∗, we know that w̃g,m
ξξ (·, ξn) = 0 on Q(t0,s0,z0). In the following we omit the dependance

w.r.t. (tn, sn, zn, ξn). From (5.22), we have, using in particular the fact that ξ∗ ≥ 1

−1

2
vgzz
∣∣σT ξn

∣∣2 −Ag(φ+Φǫ) ≤ −1− δ

2
Tr
[
αg(αg)T (w̃g,mH)ξξ

]
−Rǫ,δ,m,n

≤ Tr
[
αg(αg)T

]
C(tn, sn, zn)

(
C∗ +

√
dδλ

4L

)
+ 1,

where we used Lemmas 5.5 and 5.6. Furthermore, we remind the reader that the function C is the

one introduced in Lemma 5.5(ii), and the constant C∗ is the one introduced in Lemma 5.6.

This last inequality is in contradiction with (5.18), so that we actually have |ξn| ≤ ξ∗. Now since

(ξn) is a bounded sequence, we have by classical results of the theory of viscosity solution that, up

to extraction, there exists ξ̄δ,m, with
∣∣ξ̄δ,m

∣∣ ≤ 1, such that (tn, sn, zn, ξn) −→ (t0, s0, z0, ξ̄
δ,m) when

n → ∞. Recalling that H = 1 on B̄ξ∗(0), and H is C2, we obtain by (5.22), (5.23) and Lemma

5.5(iv) that at the point (t0, s0, z0, ξ̄
δ,m):

0 ≥ −1

2
vgzz

∣∣∣σT ξ̄δ,m
∣∣∣
2
+

1− δ

2
Tr
[
αg(αg)T w̃g,m

ξξ

]
−Agφ

≥ −Agφ+ (1− δ)ag − δvgzz
|σT ξ̄δ,m|2

2
+

1− δ

2

∫

Rd

υm(ζ) |σζ|2 dζ.

Now since |ξ̄δ,m| is bounded by ξ∗ independent of δ and m, we obtain by sending δ and m to 0

that Agφ(t0, s0, z0)− ag(t0, s0, z0) ≥ 0, which contradicts (5.15).
✷
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