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Abstract. In the education industry, the needs of online learning are significantly 

increasing. However, the web-based courses demonstrate higher dropout rates than 
traditional education courses. As a result, engaging students with data analysis is 

getting more crucial especially for distance learning.  In this study, we analyze data 

on the daily learning status of students in order to predict the student’s dropout in 
online schools. Specifically, we trained a dropout prediction machine leaning model 

with 1) Basic attributes of students, 2) Progress of learning materials, and 3) Slack 

conversation data between students and teachers. The experimental results show that 
the accuracy rate of the machine learning model has reached 96.4%. As a result, the 

model was able to predict 78% of the students who actually dropped out of school. 

We also looked into feature importance by SHAP value to gain ML model 
interpretability. 

Keywords. distance learning, dropout prevention, churn prediction, deep neural 

network, explainable AI 

Introduction 

The needs of online learning are significantly increasing in education industry since the 

COVID-19 outbreak forced many schools to massively push their education system 

towards an online environment. That said, dropout rates in distance learning are higher 

than those in conventional schools, thus limiting dropout is essential in distance learning 

[1].   

In the previous research, according to the student survey results we find students 

often feel more isolated in online courses, and the students who dropout were not 

comfortable with the communication with other students / teachers. Other study also 

indicates isolation may be a central factor in the high rates of dropout [2]. 

To predict student dropout, wide range of Machine Learning approaches like 

Logistic Regression, Deep Neural Networks (DNN) etc. has been proposed by 

researchers for predicting student dropout or churn. Original approaches to model student 

dropout in higher education reach 40 years back to the famous survival model [3]. One 

of the widely used are decision tree algorithms that outperform the others due to its ability 

to interpretability [4]. However, the traditional parametric model or a single artificial 
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intelligence-based method cannot achieve relatively high-precision prediction, so the 

establishment of a combined prediction model to improve the prediction accuracy is an 

inevitable trend to solve the problem of dropout prediction [5. Based on this, Wang, Wei, 

used the neural network to achieve higher accuracy without feature engineering [6]. 

That said, there are less interpretation why such prediction results were obtained 

in past churn analysis and researches especially in complex machine learning models like 

DNN. Therefore, in this study, in order to improve student satisfaction, we tried to extract 

the features importance using Shapley value in addition to the prediction results. This 

has the advantage that the driving factors which lead to student dropout can be inferred 

from the feature importance.  

1. Data-set of this study 

1.1. Data of Japanese online-high school case 

This study uses the data from a Japanese leading online school which was collected from 

November 2019 to July 2020 for 5790 students. We tried to predict the dropout status on 

July 2020 by past 3 months data. The data consists of following 3 tables and we joined 

those data using the student ID as a key.  

� Student demographic data 

� Student learning status (course material progress) 

� Slack conversation data 

We used the student’s daily conversation frequency data of Slack since we find 
communication is the important factor for student’s satisfaction in the previous study. 
80% of the data was randomly assigned for training, 10% or validation, and 10% for 
testing. 

1.2. Dropout Definition 

In our dataset a student’s career can result in four types: enrolled, graduation, leave of 

absence, and withdrawal. In this paper, we defined "Dropout" as "Leave of Absence" and 

"Withdrawal". The dropout status was also one-hot encoded with the value 0(non-

dropout) and 1(dropout). Therefore, the problem can be stated as a supervised, binary 

classification model. 

1.3. Dataset pre-processing/Exploration 

Before train the ML models, we tried to see the relationship between the dropout status 

and each other feature by calculating the Clermont correlation coefficient because the 

data includes qualitative variable (the number of rows in the cross-table is r, and the 

number of columns is c) shown in Equation (1). 

 (1) 
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 The top 8 clamor correlation coefficients for each feature are shown in Table 1. 

 

Table 1. Relationship between feature and target correlation 

(The association is closest whenthe coefficient is 1). 

Feature Cramer’s V 
Homeroom teacher 0.107 

Number of material count 0.053 

Daily number of remarks at Slack 0.052 

Course understanding rate 0.052 
Understanding count of material 0.051 

Course progress rate 0.051 

Not understanding count of material 0.050 
Test score 0.031 

 

 

As shown in Table 1, homeroom teacher has the highest correlation with the student 

dropout status and other features are came from student learning progress. 

2. Method 

As shown in Figure 1, three types of machine learning models were trained to minimize 

the ROC2 AUC3: AdaNet, Gradient Boosting Decision Tree, and a model of a forward 

propagation neural network (Deep Neural Network, DNN). The training data were used 

to aggregate the values for 3 months. The reason for setting the training data aggregation 

period to 3 months is to facilitate data collection. 

Each model’s ROC AUC is shown in Table 2. As a result, Gradient Boosting 

Decision Tree performed the best with the ROC AUC score 0.969. We adopted this 

model because a higher ROC AUC means more stable accuracy which can lead to more 

avoidance of missed student dropouts. 

 
Table 2. ROC AUC by Each Model. 

Model name / Duration ROC AUC 

Adanet 0.967 

Gradient Boosting Decision Tree 0.969 

Deep Neural Network 0.943 

 

 
2 Receiver Operating Characteristic Curve 
3 Area within the ROC curve, the closer to 1, the better 
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Figure 1. Data and model structure 

Table 3. shows the model evaluation score of the Gradient Boosting Decision Tree. 

The Accuracy was 96.4%, and the F1 Score (harmonic mean of the fit rate and the recall 

rate, the closer to 1, the better) was 0.773, which is sufficient accuracy. 

Table 3. Model Evaluation Scores 

Model Evaluation Metrics Score 

Accuracy 96.4% 

F1 Score 0.773 

Precision 0.768 

Recall 0.779 

 

For the Gradient Boosting Decision Tree, feature attribution value4 (normalized to 

sum 1), was calculated, which are shown in Figure 2 and Table 4 below. 

 

 
4 A score that indicates the relative importance of each input feature calculated by Shapley value, which 

predicts when the column values change. It is determined by whether the degree changes, and the larger the 

change in the prediction, the higher the importance. 
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Figure 2. Each Feature’s Attribution Values which has over 0.01 Score 

 

 

Table 4. Feature attribution values. 

Feature Attribution Score 
Homeroom Teacher 0.073 

Club activities 0.066 

Slack comments per day 0.059 

Admission Type 0.047 
Enrollment month 0.006 

Region 0.006 

Gender 0.004 
Live with parents 0.002 

 

As seen in the Figure 2 and Table 4, Homeroom teacher has the highest feature 

importance. That said, since each homeroom teacher is in charge of a specific course and 

region, it won’t be the only factor affecting the results and some covariates might be 

exist. In future research, it is necessary to clarify these covariates. 

3. Conclusion 

In this study, we trained ML models that predict student’s dropout or absence from 

school based on student attributes, class enrollment, and communication status in Slack 

at a Japanese leading online school. By analyzing the feature importance, the factors that 

may have influenced the students' career paths were revealed. We found that items such 

as homeroom teacher, Slack conversation frequency, and student's club affiliation had 

an impact on the student's career path in predicting the student's absence from school and 

withdrawal from school. On the other hand, information related to course completion, 

such as the number of classes viewed and the level of understanding of course materials, 

did not contribute as much to the prediction results as expected. Therefore, future 
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research should use more granular information, such as the test score and grades, in 

addition to students' course completion and progress. With those result, the online school 

can detect which factors attribute the most to dropout and they can think of a solution. 

This study had several strengths but also some limitations that should be considered. 

A key strength was the interpretability of ML model by Sharpley values. Specifically, it 

turned oud the slack conversation data is effective to know how actively the student 

interacted with other students, which attributes to the prediction result. However, as for 

the homeroom teacher, it was the most attributed feature but only their names are used, 

which is considered too little information. Since some factors such like the number of 

students, and careers vary from teacher to teacher, it is necessary to collect those 

information and analyze these factors in more detail. 
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