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#### Abstract

Given any 1-random set $X$ and any $r \in(0,1)$, we construct a set of intrinsic density $r$ which is computable from $r \oplus X$. For almost all $r$, this set will be the first known example of an intrinsic density $r$ set which cannot compute any $r$-Bernoulli random set. To achieve this, we shall formalize the into and within noncomputable coding methods which work well with intrinsic density.
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## 1. Introduction

We shall study the sets whose intrinsic density is in the open unit interval. By a result of Astor [2] intrinsic density $r$ is equivalent to injection stochasticity $r$, which is the uniform variant of Kolmogorov-Loveland stochasticity. Our goal is to separate intrinsic density from randomness: for almost all $r$ in the open unit interval, we shall construct sets which have intrinsic density $r$, or injection stochasticity $r$, which cannot compute any set random with respect to the $r$-Bernoulli measure.

We briefly recall the notion of (asymptotic) density in the natural numbers:
Definition 1.1. Let $A \subseteq \omega$.

- The density of $A$ at $n$ is $\rho_{n}(A)=\frac{\mid A\lceil n \mid}{n}$, where $A \upharpoonright n=A \cap\{0,1,2, \ldots, n-1\}$.
- The upper density of $A$ is $\bar{\rho}(A)=\limsup \operatorname{sum}_{n \rightarrow \infty} \rho_{n}(A)$.
- The lower density of $A$ is $\underline{\rho}(A)=\liminf _{n \rightarrow \infty} \rho_{n}(A)$.
- If $\bar{\rho}(A)=\underline{\rho}(A)=\alpha$, we call $\alpha$ the density of $A$ and denote it by $\rho(A)$.

Astor [2] introduced intrinsic density, which requires that the asymptotic density remain fixed under any computable permutation.

Definition 1.2. - The absolute upper density of $A$ is

$$
\bar{P}(A)=\sup \{\bar{\rho}(\pi(A)): \pi \text { a computable permutation }\}
$$

- The absolute lower density of $A$ is

$$
\underline{P}(A)=\inf \{\underline{\rho}(\pi(A)): \pi \text { a computable permutation }\}
$$

[^0]- If $\bar{P}(A)=\underline{P}(A)=\alpha$, we call $\alpha$ the intrinsic density of $A$ and denote it by $P(A)$. In particular, $P(A)=\alpha$ if and only if $\rho(\pi(A))=\alpha$ for every computable permutation $\pi$.

A natural question to ask is what reals in the unit interval can be achieved as the intrinsic density of some set. Sets of intrinsic density 0 and 1 are well-known. In the open unit interval, Bienvenu (personal communication) gave a straightforward probabilistic argument that shows the sets of intrinsic density $r$ have measure 1 under the $r$-Bernoulli measure. In fact, something stronger is true.

Definition 1.3. Let $0<r<1$ be a real number. The Bernoulli measure with parameter $r, \mu_{r}$, is the measure on Cantor space such that for any $\sigma \in 2^{<\omega}$,

$$
\mu_{r}(\sigma)=r^{|\{n<|\sigma|: \sigma(n)=1\}|}(1-r)^{|\{n<|\sigma|: \sigma(n)=0\}|}
$$

If $X$ is $M L$-random with respect to $\mu_{r}$, we say it is $r$-random.
If we say 1 -random, we are specifically referring to $\frac{1}{2}$-ML-randomness. For a review of randomness with respect to noncomputable measures, see Reimann and Slaman [6].

Proposition 1.4. Let $r \in(0,1)$. If $X$ is $r$-random, then $X$ has intrinsic density $r$.

Standard arguments for $\frac{1}{2}$ can be generalized to $r$ to prove this. It is true for $r$-Schnorr randomness. See, for example, Nies [5, Theorem 3.5.21] for the proof in the case $r=\frac{1}{2}$.

Thus every real in the unit interval is achieved as the intrinsic density of some set. Furthermore, we will not be able to find an ML-random set which does not have intrinsic density as was done for computable randomness and MWC stochasticity by Ambos-Spies [1] and was done for Schnorr randomness and Church stochasticity by Wang [8]. However, it is still possible to find sets which have intrinsic density $r$ but are not $r$-random. We shall not only do this, but in fact provide examples which cannot even compute an $r$-random set. To achieve this, we shall next develop some tools which work well with both asymptotic and intrinsic density and allow us to change densities. Computable operations like the join can only preserve intrinsic density, and set operations such as the intersection and union behave unpredictably with respect to asymptotic density.

We shall follow the convention, unless otherwise stated, that capital English letters represent sets of natural numbers and the lowercase variant, indexed by a subscript of natural numbers, represents the elements of the set. As an example, if $E$ is the set of even numbers, then $e_{n}=2 n$. Recall that the principal function for a set $A$, $p_{A}$, is defined via $p_{A}(n)=a_{n}$.

Using this representation, it is not hard to see the following characterization of upper and lower density:

Lemma 1.5. Let $A \subseteq \omega$ be $\left\{a_{0}<a_{1}<a_{2}<\ldots\right\}$. Then

- $\bar{\rho}(A)=\lim \sup _{n \rightarrow \infty} \frac{n}{a_{n}}$
- $\underline{\rho}(A)=\lim \inf _{n \rightarrow \infty} \frac{n^{n}}{a_{n}}$

Proof. Note that if $A \upharpoonright n+1$ has a 0 in the final bit, then

$$
\rho_{n}(A)=\frac{|A \upharpoonright n|}{n}>\frac{|A \upharpoonright n|}{n+1}=\rho_{n+1}(A)
$$

Therefore, to compute the upper density it suffices to check only those numbers $n$ for which $A \upharpoonright n$ has a 1 as its last bit. Those numbers are exactly $a_{n}+1$ by the definition of $a_{n}$, and $\left|A \upharpoonright a_{n}+1\right|=n+1$. Therefore $\left\{\frac{n+1}{a_{n}+1}\right\}_{n \in \omega}$ is a subsequence of $\left\{\rho_{n}(A)\right\}_{n \in \omega}$ which dominates the original sequence, so $\bar{\rho}(A)=\lim \sup _{n \rightarrow \infty} \rho_{n}(A)=$ $\lim \sup _{n \rightarrow \infty} \frac{n+1}{a_{n}+1}$. Finally, $\lim \sup _{n \rightarrow \infty} \frac{n+1}{a_{n}+1}=\lim \sup _{n \rightarrow \infty} \frac{n}{a_{n}}$.

Similarly, to compute the lower density it suffices to check only the numbers $n$ such that the final digit of $A \upharpoonright n$ is a 0 , but the final digit of $A \upharpoonright n+1$ is a 1 . (That is, if there is a consecutive block of zeroes in the characteristic function of $A$, we only need to check the density at the end of the block when computing lower density, as each intermediate point of the zero block has a higher density than the end.) These numbers are exactly $a_{n}$ by definition, and $\left|A \upharpoonright a_{n}\right|=n$. Therefore $\left\{\frac{n}{a_{n}}\right\}_{n \in \omega}$ is a subsequence of $\left\{\rho_{n}(A)\right\}_{n \in \omega}$ which is dominated by the original sequence, so $\underline{\rho}(A)=\liminf _{n \rightarrow \infty} \rho_{n}(A)=\liminf _{n \rightarrow \infty} \frac{n}{a_{n}}$.

A critical proof technique will involve proving that two sets $A$ and $B$ cannot have different intrinsic densities by creating a computable permutation which sends $A$ to $B$ modulo a set of density zero. The following lemma shows that if we can do this, then the density of the image of $A$ is the same as the density of $B$, and therefore that they cannot have different intrinsic densities.

Lemma 1.6. If $\bar{\rho}(H)=0$, then $\bar{\rho}(X \backslash H)=\bar{\rho}(X \cup H)=\bar{\rho}(X)$ and $\underline{\rho}(X \backslash H)=$ $\underline{\rho}(X \cup H)=\underline{\rho}(X)$.
Proof. Notice that

$$
\rho_{n}(X)=\rho_{n}(X \backslash H)+\rho_{n}(X \cap H)
$$

By definition. Therefore

$$
\bar{\rho}(X)=\limsup _{n \rightarrow \infty} \rho_{n}(X)=\limsup _{n \rightarrow \infty} \rho_{n}(X \backslash H)+\rho_{n}(X \cap H)
$$

By subadditivity of the limit superior,

$$
\bar{\rho}(X) \leq \limsup _{n \rightarrow \infty} \rho_{n}(X \backslash H)+\limsup _{n \rightarrow \infty} \rho_{n}(X \cap H)
$$

As $\bar{\rho}(H)=0$ and $X \cap H \subseteq H$,

$$
\bar{\rho}(X) \leq \limsup _{n \rightarrow \infty} \rho_{n}(X \backslash H)=\bar{\rho}(X \backslash H)
$$

However, $\bar{\rho}(X \backslash H) \leq \bar{\rho}(X)$ because $X \backslash H \subseteq X$, so $\bar{\rho}(X)=\bar{\rho}(X \backslash H)$ as desired.
The argument for the union and the argument for lower density are functionally identical. (For the union we use $X \cup H, X$, and $H \backslash X$ in place of $X, X \backslash H$, and $X \cap H$ respectively.)

Our strategy is to find some process which takes a set $A$ of intrinsic density $\alpha$ and a set $B$ of intrinsic density $\beta$ and codes $B$ and $A$ in such a way that we are left with a set which has new intrinsic density obtained as some function of $\alpha$ and $\beta$. The following lemma will be useful for computing intrinsic densities.

Lemma 1.7. Let $f_{0}, f_{1}, \ldots, f_{k}$ be a finite collection of injective computable functions and let $C$ be an infinite computable set. Then there is an infinite computable set $H \subseteq C$ such that $\bar{\rho}\left(f_{i}(H)\right)=0$ for all $i$.
Proof. Let $h_{0}=c_{0}$. Then given $h_{n}$, define $h_{n+1}$ to be the least element $c$ of $C$ with $f_{i}(c) \geq h_{n}$ ! for all $i$. Set $H=\left\{h_{0}<h_{1}<h_{2}<\ldots\right\}$. Then $\bar{\rho}\left(f_{i}(H)\right)=0$ for all $i$ because $\left|f_{i}(H) \upharpoonright n\right| \leq|\{n!: n \in \omega\} \upharpoonright n|$.

We shall see in Section 2 that we cannot hope for such a process to be computable in a way that allows us to recover the original sets. Instead we shall use the following noncomputable coding methods. They are natural and have been used informally by others such as Jockusch and Astor.

Definition 1.8. Let $A$ and $B$ be sets of natural numbers.

- $B \triangleright A$, or $B$ into $A$, is

$$
\left\{a_{b_{0}}<a_{b_{1}}<a_{b_{2}}<\ldots\right\}
$$

That is, $B \triangleright A$ is the subset of $A$ obtained by taking the " $B$-th elements of A."

- $B \triangleleft A$, or $B$ within $A$, is

$$
\left\{n: a_{n} \in B\right\}
$$

That is, $B \triangleleft A$ is the set $X$ such that $X \triangleright A=A \cap B$.
With $B \triangleright A$, we are thinking of $A$ as a copy of $\omega$ as a well-order and $B \triangleright A$ is the subset corresponding to $B$ under the order preserving isomorphism between $A$ and $\omega$. We make a few elementary observations to illustrate how these operations behave:

- For all $A, A=A \triangleright \omega=\omega \triangleright A=A \triangleleft \omega$.
- For all $A$ and $B$ and any $i, a_{i}$ is either in $B$ or $\bar{B}$. Therefore $i$ is either in $B \triangleleft A$ or $\bar{B} \triangleleft A$ respectively, so $(B \triangleleft A) \sqcup(\bar{B} \triangleleft A)=\omega$.
- If $B \cap C=\emptyset$, then $(B \triangleright A) \cap(C \triangleright A)=\emptyset$. Furthermore, $A=(X \triangleright A) \sqcup(\bar{X} \triangleright A)$.
- $\triangleright$ is associative, i.e. $B \triangleright(A \triangleright C)=(B \triangleright A) \triangleright C$ : By definition, $(A \triangleright C)=$ $\left\{c_{a_{0}}<c_{a_{1}}<c_{a_{2}}<\ldots\right\}$ and thus

$$
B \triangleright(A \triangleright C)=\left\{c_{a_{b_{0}}}<c_{a_{b_{1}}}<c_{a_{b_{2}}}<\ldots\right\}
$$

Similarly, $(B \triangleright A)=\left\{a_{b_{0}}<a_{b_{1}}<a_{b_{2}}<\ldots\right\}$, and therefore by definition

$$
(B \triangleright A) \triangleright C=\left\{c_{a_{b_{0}}}<c_{a_{b_{1}}}<c_{a_{b_{2}}}<\ldots\right\}
$$

- $\triangleleft$ is not associative: Consider the set of evens $E$, the set of odds $O$, and the set $N$ of evens which are not multiples of 4 . Then

$$
(O \triangleleft N) \triangleleft E=\emptyset \triangleleft N=\emptyset
$$

However,

$$
O \triangleleft(N \triangleleft E)=O \triangleleft O=\omega
$$

- $\triangleright$ and $\triangleleft$ do not associate with each other in general:

$$
B \triangleright(A \triangleleft(B \triangleright A))=B \triangleright \omega=B
$$

but

$$
(B \triangleright A) \triangleleft(B \triangleright A)=\omega
$$

Similarly, $B \triangleleft(A \triangleright B)=\omega$, but $(B \triangleleft A) \triangleright B$ is a subset of $B$.

In Section 2, we shall construct examples of sets which have intrinsic density $r$ but are not $r$-random. However, all of these examples will trivially compute $r$ random sets, so we shall then turn our attention to constructing examples which cannot. In Section 3 we shall prove our main technical theorems which allow us to complete the construction in Section 4.

## 2. Nonrandom sets of intrinsic density r

The following theorem allows us to easily generate sets of intrinsic density $r$ which are not $r$-random from Proposition 1.4

Theorem 2.1. $P(A \oplus B)=r$ if and only if $P(A)=P(B)=r$.
Proof. We shall first argue the forward direction via contrapositive. We proceed by showing that, for any given computable permutation $\pi$, there are computable permutations which send $A \oplus B$ to $\pi(A)$ modulo a set of density 0 , and similarly for $\pi(B)$. Then the upper (and lower) density of $A \oplus B$ under these permutations will match that of $\pi(A)$ and $\pi(B)$ respectively. Therefore if $P(A) \neq P(B)$, the density of $A \oplus B$ is not invariant under computable permutation.

Let $F=\{n!: n \in \omega\}$ and $G=\bar{F}$. For any fixed computable permutation $\pi$, there is another computable permutation $\hat{\pi}$ defined via enumerating the odds onto the factorials in order and enumerating the evens onto the nonfactorials according to the ordering induced by $\pi$. That is, $\hat{\pi}(2 n+1)=f_{n}$ and $\hat{\pi}(2 n)=g_{\pi(n)}$.

Then as $F$ has density 0, Lemma 1.6 shows

$$
\bar{\rho}(\hat{\pi}(A \oplus B))=\bar{\rho}(\hat{\pi}(A \oplus B) \backslash F)
$$

As the image of the odds under $\hat{\pi}$ is a subset of $F$,

$$
\hat{\pi}(A \oplus B) \backslash F=\hat{\pi}(A \oplus \emptyset)
$$

and

$$
\bar{\rho}(\hat{\pi}(A \oplus B))=\bar{\rho}(\hat{\pi}(A \oplus \emptyset))
$$

Notice that $\hat{\pi}(A \oplus \emptyset)$ is just $\pi(A)$ with each element $n$ increased by $|F \upharpoonright n|$. Thus

$$
\rho_{n}(\pi(A)) \geq \rho_{n}(\hat{\pi}(A \oplus \emptyset)) \geq \frac{|\pi(A) \upharpoonright n|-|F \upharpoonright n|}{n}
$$

As $F$ is the factorials, the final expression tends to $\rho_{n}(\pi(A))$ in the limit, so we see that

$$
\bar{\rho}(\hat{\pi}(A \oplus \emptyset))=\bar{\rho}(\pi(A))
$$

and

$$
\bar{\rho}(\hat{\pi}(A \oplus B))=\bar{\rho}(\hat{\pi}(A \oplus \emptyset))=\bar{\rho}(\pi(A))
$$

$\underline{\rho}(\hat{\pi}(A \oplus B))=\underline{\rho}(\pi(A))$ by a nearly identical argument.
In particular, $\bar{P}(A \oplus B) \geq \bar{P}(A)$ and $\underline{P}(A \oplus B) \leq \underline{P}(A)$ because we are taking the limit superior and inferior over all computable permutations, of which $\hat{\pi}$ is but one. Reversing the use of the evens and the odds in the definition of $\hat{\pi}$, we get that the same is true for $B$ in place of $A$, so $\underline{P}(A \oplus B) \leq \min (\underline{P}(A), \underline{P}(B))$ and $\bar{P}(A \oplus B) \geq \max (\bar{P}(A), \bar{P}(B))$. Therefore if $P(A) \neq P(B), \underline{P}(A \oplus B) \neq \bar{P}(A \oplus B)$ as desired.

We now prove the reverse direction using a technical lemma.
Lemma 2.1.1. Let $\pi$ be a computable permutation and let $P(A)=P(B)=r$. Then

$$
\rho(\pi(A \oplus B) \triangleleft \pi(E))=\rho(\pi(A \oplus B) \triangleleft \pi(O))=r
$$

Proof. Let $h: \pi(E) \rightarrow \omega$ send the $n$-th element of $\pi(E)$ to $n$ (the inverse of the principal function), and let $d: \omega \rightarrow E$ be defined via $d(n)=2 n$. Then notice that $d(A)=A \oplus \emptyset$. Furthermore, observe that for any $X \subseteq \pi(E), h(X)=X \triangleleft \pi(E)$ by the definition of $h$ and the within operation. Therefore

$$
h(\pi(d(A)))=h(\pi(A \oplus \emptyset))=\pi(A \oplus \emptyset) \triangleleft \pi(E)
$$

As $\pi(A \oplus B) \cap \pi(E) \subseteq \pi(A \oplus \emptyset)$,

$$
\pi(A \oplus \emptyset) \triangleleft \pi(E)=\pi(A \oplus B) \triangleleft \pi(E)
$$

Thus $h(\pi(d(A)))=\pi(A \oplus B) \triangleleft \pi(E)$. We shall now massage $h$ and $d$ into permutations which preserve the relevant densities.

By Lemma 1.7 there is a computable set $H \subseteq \pi(E)$ with $\bar{\rho}(h(H))=0$. Now define the computable permutation $\pi_{h}$ via $\pi_{h}(n)=h(n)$ for $n \in \pi(E) \backslash H$, and have $\pi_{h}$ enumerate $\pi(O) \sqcup H$ onto $h(H)$ in order. Similarly, define the computable permutation $\pi_{d}$ via $\pi_{d}(n)=d(n)$ for $n \in \omega \backslash d^{-1}\left(\pi^{-1}(H)\right)$, and have $\pi_{d}$ enumerate $d^{-1}\left(\pi^{-1}(H)\right)$ onto $O \sqcup \pi^{-1}(H)$.

As $\pi_{d}$ agrees with $d$ on $\overline{d^{-1}\left(\pi^{-1}(H)\right)}$, we now see that

$$
\pi_{d}\left(A \backslash \pi_{d}^{-1}\left(\pi^{-1}(H)\right)\right)=(A \oplus \emptyset) \backslash \pi^{-1}(H)
$$

Furthermore, applying $\pi$ shows that

$$
\pi\left(\pi_{d}\left(A \backslash \pi_{d}^{-1}\left(\pi^{-1}(H)\right)\right)\right)=\pi\left((A \oplus \emptyset) \backslash \pi^{-1}(H)\right)=\pi(A \oplus \emptyset) \backslash H
$$

As $\pi_{h}$ agrees with $h$ on $\pi(E) \backslash H$ and $h(\pi(A \oplus \emptyset))=\pi(A \oplus B) \triangleleft \pi(E)$, we have

$$
\pi_{h}(\pi(A \oplus \emptyset) \backslash H)=(\pi(A \oplus B) \triangleleft \pi(E)) \backslash h(H)
$$

Therefore $(\pi(A \oplus B) \triangleleft \pi(E)) \backslash h(H) \subseteq \pi_{h}\left(\pi\left(\pi_{d}(A)\right)\right)$ and $\pi_{h}\left(\pi\left(\pi_{d}(A)\right)\right) \subseteq(\pi(A \oplus$ $B) \triangleleft \pi(E)) \cup h(H)$.

By choice of $H, \bar{\rho}(h(H))=0$, so Lemma 1.6 shows that

$$
\bar{\rho}\left(\pi_{h}\left(\pi\left(\pi_{d}(A)\right)\right)\right)=\bar{\rho}((\pi(A \oplus B) \triangleleft \pi(E)) \backslash h(H))=\bar{\rho}(\pi(A \oplus B) \triangleleft \pi(E))
$$

and

$$
\underline{\rho}\left(\pi_{h}\left(\pi\left(\pi_{d}(A)\right)\right)\right)=\underline{\rho}((\pi(A \oplus B) \triangleleft \pi(E)) \backslash h(H))=\underline{\rho}(\pi(A \oplus B) \triangleleft \pi(E))
$$

Therefore, as $P(A)=r$ and $\pi_{h} \circ \pi \circ \pi_{d}$ is a computable permutation,

$$
\rho(\pi(A \oplus B) \triangleleft \pi(E))=r
$$

A nearly identical argument with $O$ in place of $E$ and $B$ in place of $A$ shows similarly that

$$
\rho(\pi(A \oplus B) \triangleleft \pi(O))=r
$$

We shall now show that this implies that $\rho(\pi(A \oplus B))=r$. Consider $\rho_{n}(\pi(A \oplus$ $B)$ ). By definition,

$$
\rho_{n}(\pi(A \oplus B))=\frac{|\pi(A \oplus B) \upharpoonright n|}{n}
$$

As $\omega=\pi(E) \sqcup \pi(O)$,

$$
\frac{|\pi(A \oplus B) \upharpoonright n|}{n}=\frac{|\pi(A \oplus B) \cap \pi(E) \upharpoonright n|+|\pi(A \oplus B) \cap \pi(O) \upharpoonright n|}{n}
$$

The latter expression can be rewritten as

$$
\frac{|\pi(E) \upharpoonright n|}{|\pi(E) \upharpoonright n|} \cdot \frac{|\pi(A \oplus B) \cap \pi(E) \upharpoonright n|}{n}+\frac{|\pi(O) \upharpoonright n|}{|\pi(O) \upharpoonright n|} \cdot \frac{|\pi(A \oplus B) \cap \pi(O) \upharpoonright n|}{n}
$$

Let $m$ be the largest number such that the $m$-th element of $\pi(E)$ is less than $n$, and let $k$ be the analogous number for $\pi(O)$. Now notice that

$$
\frac{|\pi(A \oplus B) \cap \pi(E) \upharpoonright n|}{|\pi(E) \upharpoonright n|}=\rho_{m}(\pi(A \oplus B) \triangleleft \pi(E))
$$

and

$$
\frac{|\pi(A \oplus B) \cap \pi(O) \upharpoonright n|}{|\pi(O) \upharpoonright n|}=\rho_{k}(\pi(A \oplus B) \triangleleft \pi(O))
$$

by the definition of the within operation. Therefore, we can rewrite $\rho_{n}(\pi(A \oplus B))$ as

$$
\rho_{m}(\pi(A \oplus B) \triangleleft \pi(E)) \cdot \rho_{n}(\pi(E))+\rho_{k}(\pi(A \oplus B) \triangleleft \pi(O)) \cdot \rho_{n}(\pi(O))
$$

Using the fact that $\rho_{n}(\pi(E))+\rho_{n}(\pi(O))=1$,
$\rho_{n}(\pi(A \oplus B))=\rho_{m}(\pi(A \oplus B) \triangleleft \pi(E)) \cdot \rho_{n}(\pi(E))+\rho_{k}(\pi(A \oplus B) \triangleleft \pi(O)) \cdot\left(1-\rho_{n}(\pi(E))\right)$
Rearranging, this is equal to

$$
\rho_{k}(\pi(A \oplus B) \triangleleft \pi(O))+\rho_{n}(\pi(E)) \cdot\left(\rho_{m}(\pi(A \oplus B) \triangleleft \pi(E))-\rho_{k}(\pi(A \oplus B) \triangleleft \pi(O))\right)
$$

Taking the limit as $n$ goes to infinity, $m$ and $k$ both go to infinity. Thus

$$
\rho_{m}(\pi(A \oplus B) \triangleleft \pi(E))-\rho_{k}(\pi(A \oplus B) \triangleleft \pi(O))
$$

goes to 0 by Lemma 2.1.1. As $\rho_{n}(\pi(E))$ is bounded between 0 and 1 by definition, the second term vanishes. Therefore

$$
\lim _{n \rightarrow \infty} \rho_{n}(\pi(A \oplus B))=\lim _{n \rightarrow \infty} \rho_{k}(\pi(A \oplus B) \triangleleft \pi(O))=\rho(\pi(A \oplus B) \triangleleft \pi(O))=r
$$

as desired.

Using Theorem 2.1, we may take any set $X$ which is $r$-random and then $X \oplus X$ has intrinsic density $r$ but is not random as desired. However, this is merely a structural difference between the notion of randomness and the notion of intrinsic density as opposed to a computational difference.

## 3. Core Theorems

We would now like to build examples of sets with intrinsic density $r$ which cannot compute an $r$-random set. To do so, we shall prove two main theorems which allow us to apply the into and within operations to study asymptotic and intrinsic density.

Theorem 3.1. Let $C$ be computable and $P(A)=r$. Then $P(A \triangleleft C)=r$.
Proof. Under the map which takes $c_{n}$ to $n, A \cap C$ is mapped to $A \triangleleft C$. However unless $C$ is $\omega$, this is not a permutation. Using Lemma 1.7 we are able to massage this map into a permutation which takes $c_{n}$ to $n$ modulo a set of density 0 . Then under this permutation, $A \cap C$ (and $A$ ) goes to $A \triangleleft C$ modulo a set of density 0. Therefore if $A \triangleleft C$ did not have intrinsic density $r, A$ could not either by Lemma 1.6

Formally, assume $P(A \triangleleft C) \neq r$. Suppose $\pi$ is a computable permutation with $\bar{\rho}(\pi(A \triangleleft C))>r$. Let $f: C \rightarrow \omega$ be defined via $f\left(c_{n}\right)=n$. Then $f(A \cap C)=A \triangleleft C$ :

$$
A \cap C \xrightarrow{f} A \triangleleft C \xrightarrow{\pi} \pi(A \triangleleft C)
$$

By Lemma 1.7, there is $H \subseteq C$ computable with $\bar{\rho}(\pi(f(H)))=0$. Define $\pi_{f}: \omega \rightarrow \omega$ via $\pi_{f}(n)=f(n)$ for $n \in C \backslash H$, and for $n \in \bar{C} \sqcup H$ define $\pi_{f}(n)$ to be the least element of $f(H)$ not equal to $\pi_{f}(j)$ for some $j<n$. As $f$ agrees with $\pi_{f}$ on $C \backslash H$,

$$
\pi_{f}((A \cap C) \backslash H)=f(A \cap C) \backslash f(H)=(A \triangleleft C) \backslash f(H)
$$

Therefore by applying $\pi$,

$$
\pi\left(\pi_{f}((A \cap C) \backslash H)\right)=\pi((A \triangleleft C) \backslash f(H))=\pi(A \triangleleft C) \backslash \pi(f(H))
$$

Using the above equality,

$$
\bar{\rho}\left(\pi\left(\pi_{f}((A \cap C) \backslash H)\right)\right)=\bar{\rho}(\pi(A \triangleleft C) \backslash \pi(f(H)))
$$

As $\bar{\rho}(\pi(f(H)))=0$, we can apply Lemma 1.6 and see

$$
\bar{\rho}(\pi(A \triangleleft C) \backslash \pi(f(H)))=\bar{\rho}(\pi(A \triangleleft C))
$$

As $(A \cap C) \backslash H \subseteq A$,

$$
\bar{\rho}\left(\pi\left(\pi_{f}(A)\right)\right) \geq \bar{\rho}\left(\pi\left(\pi_{f}((A \cap C) \backslash H)\right)\right)=\bar{\rho}(\pi(A \triangleleft C))
$$

However, we assumed that $\bar{\rho}(\pi(A \triangleleft C))>r$, so $\bar{\rho}\left(\pi\left(\pi_{f}(A)\right)\right)>r$. As $\pi \circ \pi_{f}$ is a computable permutation, this implies $P(A) \neq r$.

This proves that if $\pi$ is a computable permutation with $\bar{\rho}(\pi(A \triangleleft C))>r$, then $P(A) \neq r$. If there is no such permutation, there must be a computable permutation $\pi$ with $\underline{\rho}(\pi(A \triangleleft C))<r$ because we assumed that $P(A \triangleleft C) \neq r$. Then because

$$
(\pi(A \triangleleft C)) \sqcup(\pi(\bar{A} \triangleleft C))=\pi((A \triangleleft C) \sqcup(\bar{A} \triangleleft C))=\pi(\omega)=\omega
$$

we have $\rho_{n}(\pi(\bar{A} \triangleleft C))=1-\rho_{n}(\pi(A \triangleleft C))$ for all $n$. Therefore by the subtraction properties of the limit superior,

$$
\bar{\rho}(\pi(\bar{A} \triangleleft C)) \geq 1-\underline{\rho}(\pi(A \triangleleft C))
$$

As we assumed $\underline{\rho}(\pi(A \triangleleft C))<r$,

$$
1-\underline{\rho}(\pi(A \triangleleft C))>1-r
$$

Thus $\bar{\rho}(\pi(\bar{A} \triangleleft C))>1-r$. We now apply the previous case to get that $P(\bar{A}) \neq 1-r$, which automatically implies $P(A) \neq r$.

If we are successful in building a set of intrinsic density $r$ which cannot compute an $r$-random set, then we will be able to use this theorem to automatically get many more such examples.

We now turn our attention into, which is more useful. We first make a crucial observation about the asymptotic density of $B \triangleright A$, which will be critical for investigating the intrinsic density of sets obtained via use of the into operation.

## Lemma 3.2.

- $\bar{\rho}(B \triangleright A) \leq \bar{\rho}(B) \bar{\rho}(A)$.
- $\underline{\rho}(B \triangleright A) \geq \underline{\rho}(B) \underline{\rho}(A)$.

Proof. By Lemma 1.5 .

$$
\bar{\rho}(B \triangleright A)=\limsup _{n \rightarrow \infty} \frac{n}{a_{b_{n}}}=\limsup _{n \rightarrow \infty} \frac{n}{a_{b_{n}}} \cdot 1=\limsup _{n \rightarrow \infty} \frac{n}{a_{b_{n}}} \cdot \frac{b_{n}}{b_{n}}
$$

By the submultiplicativity of the limit superior,

$$
\bar{\rho}(B \triangleright A) \leq\left(\limsup _{n \rightarrow \infty} \frac{b_{n}}{a_{b_{n}}}\right)\left(\limsup _{n \rightarrow \infty} \frac{n}{b_{n}}\right)=\left(\limsup _{n \rightarrow \infty} \frac{b_{n}}{a_{b_{n}}}\right) \bar{\rho}(B)
$$

Now $\left\{\frac{b_{n}}{a_{b_{n}}}\right\}_{n \in \omega}$ is a subsequence of $\left\{\frac{n}{a_{n}}\right\}_{n \in \omega}$, so

$$
\limsup _{n \rightarrow \infty} \frac{b_{n}}{a_{b_{n}}} \leq \limsup _{n \rightarrow \infty} \frac{n}{a_{n}}=\bar{\rho}(A)
$$

Therefore $\bar{\rho}(B \triangleright A) \leq \bar{\rho}(B) \bar{\rho}(A)$ as desired.
The case for the limit inferior is nearly identical, reversing $\leq$ to $\geq$ and using supermultiplicativity along with the corresponding identity from Lemma 1.5 ,

Corollary 3.3. If $\rho(A)=\alpha$ and $\rho(B)=\beta$, then $\rho(B \triangleright A)=\alpha \beta$.
Therefore, if $B \triangleright A$ has intrinsic density, its intrinsic density must be the product of the densities of $A$ and $B$. This will occur in certain instances, which is our second main theorem. Recall that a set $X$ has $Y$-intrinsic density, or intrinsic density relative to $Y$, if its density is invariant under all $Y$-computable permutations as opposed to just the computable ones. We use $P_{Y}(X)$ to denote the $Y$-intrinsic density of $X$ if it exists.

Theorem 3.4. If $P(A)=\alpha$ and $P_{A}(B)=\beta$, then $P(B \triangleright A)=\alpha \beta$.
Proof. The proof is similar to the proof of Theorem 3.1, however we shall present it fully here without referring to techniques from that proof, as it is quite technical. The idea is that for any fixed computable permutation $\pi$, there is an $A$-computable permutation which sends $B$ to $\pi(B \triangleright A) \triangleleft \pi(A)$ modulo a set of density 0 . Therefore if $\pi$ witnesses that $B \triangleright A$ does not have intrinsic density $\alpha \beta$, i.e. $\pi(B \triangleright A)$ does not have density $\alpha \beta$, and then as $A$ has intrinsic density $\alpha$ by assumption, Lemma 3.2 will show that $\pi(B \triangleright A) \triangleleft \pi(A)$ does not have density $\beta$. Thus $B$ does not have
$A$-intrinsic density $\beta$.
Formally, assume $P(A)=\alpha$. Assume that $P(B \triangleright A) \neq \alpha \beta$. We shall show that $P_{A}(B) \neq \beta$. First suppose that there is some computable permutation $\pi$ such that $\bar{\rho}(\pi(B \triangleright A))>\alpha \beta$. We shall let $\pi(A)=\left\{p_{0}<p_{1}<p_{2}<\ldots\right\}$. Let $f: A \rightarrow \omega$ be defined via $f\left(a_{n}\right)=n$ and $g: \pi(A) \rightarrow \omega$ via $g\left(p_{n}\right)=n, f$ maps $A$ to its indices and $g$ maps $\pi(A)$ to its indices. Then $f(B \triangleright A)=B$ and $g(\pi(B \triangleright A))=\pi(B \triangleright A) \triangleleft \pi(A)$ :


Note by Lemma 3.2 that $\bar{\rho}(\pi(B \triangleright A) \triangleleft \pi(A))>\beta$ : From the definition,

$$
(\pi(B \triangleright A) \triangleleft \pi(A)) \triangleright \pi(A))=\pi(B \triangleright A)
$$

and $\bar{\rho}(B \triangleright A)>\alpha \beta$ by assumption. $\bar{\rho}(\pi(A))=\alpha$ because $P(A)=\alpha$, so $\bar{\rho}(\pi(B \triangleright$ $A) \triangleleft \pi(A)) \leq \beta$ would contradict Lemma 3.2.

From this point forward we shall let

$$
X=\pi(B \triangleright A) \triangleleft \pi(A)
$$

for the sake of readability.
By Lemma 1.7 relativized to $A$ and applied to $g \circ \pi$, there is an $A$-computable set $H \subseteq A$ such that:

$$
\bar{\rho}(g(\pi(H)))=0
$$

We shall now define permutations which preserve the properties of $f$ and $g$ outside of $H$. Define $\pi_{f}: \omega \rightarrow \omega$ via $\pi_{f}(k)=f(k)$ for $k \in A \backslash H$, and for $k \in \bar{A} \sqcup H$, let $\pi_{f}(k)$ be the least element of $f(H)$ not equal to $\pi_{f}(m)$ for some $m<k$. Define $\pi_{g}: \omega \rightarrow \omega$ similarly using $\pi(A), \pi(H)$, and $g(\pi(H))$ in place of $A, H$, and $f(H)$ respectively. Then $\pi_{f}$ and $\pi_{g}$ are $A$-computable because $H, f$, and $g$ are, and it is a permutation because $f$ and $g$ are bijections (from $A$ and $\pi(A)$ to $\omega$ respectively) which have been modified to be total without violating injectivity or surjectivity.

Now we shall compute $\pi_{g}\left(\pi^{-1}\left(\pi_{f}^{-1}(B \backslash f(H))\right)\right)$. As $f(B \triangleright A)=B$ and $f$ agrees with $\pi_{f}$ on $\bar{H}$,

$$
\pi_{f}^{-1}(B \backslash f(H))=(B \triangleright A) \backslash H
$$

Furthermore

$$
\pi((B \triangleright A) \backslash H)=\pi(B \triangleright A) \backslash \pi(H)
$$

As $g(\pi(B \triangleright A))=X$ and $\pi_{g}$ agrees with $g$ on $\overline{\pi(H)}$,

$$
\pi_{g}(\pi(B \triangleright A) \backslash \pi(H))=g(\pi(B \triangleright A)) \backslash g(\pi(H))=X \backslash g(\pi(H))
$$

Thus $\pi_{g}\left(\pi\left(\pi_{f}^{-1}(B \backslash f(H))\right)\right)=X \backslash g(\pi(H))$. As $\bar{\rho}(g(\pi(H))=0$, Lemma 1.6 shows

$$
\bar{\rho}(X \backslash g(\pi(H)))=\bar{\rho}(X)
$$

By the definition of $X$,

$$
\bar{\rho}(X)=\bar{\rho}(\pi(B \triangleright A) \triangleleft \pi(A))
$$

which is greater than $\beta$ by the above. As $B \backslash f(H) \subseteq B$,

$$
\pi_{g}\left(\pi\left(\pi_{f}^{-1}(B \backslash f(H))\right)\right) \subseteq \pi_{g}\left(\pi\left(\pi_{f}^{-1}(B)\right)\right)
$$

and thus

$$
\bar{\rho}\left(\pi_{g}\left(\pi\left(\pi_{f}^{-1}(B)\right)\right)\right) \geq \bar{\rho}\left(\pi_{g}\left(\pi\left(\pi_{f}^{-1}(B \backslash f(H))\right)\right)\right)
$$

Therefore

$$
\bar{\rho}\left(\pi_{g}\left(\pi\left(\pi_{f}^{-1}(B)\right)\right)\right) \geq \bar{\rho}(\pi(B \triangleright A) \triangleleft \pi(A))>\beta
$$

As $\pi_{g} \circ \pi \circ \pi_{f}^{-1}$ is an $A$-computable permutation, $P_{A}(B) \neq \beta$.
Therefore we have proved that if there is some computable permutation $\pi$ such that $\bar{\rho}(\pi(B \triangleright A))>\alpha \beta$, then $P_{A}(B) \neq \beta$. If there is no such permutation, then there must be a computable permutation $\pi$ such that $\rho(\pi(B \triangleright A))<\alpha \beta$ because we assumed $P(B \triangleright A) \neq \alpha \beta$. As $A=(B \triangleright A) \sqcup(\bar{B} \triangleright A), \bar{\pi}(A)=\pi(B \triangleright A) \sqcup \pi(\bar{B} \triangleright A)$. Therefore

$$
\bar{\rho}(\pi(\bar{B} \triangleright A))=\bar{\rho}(\pi(A) \backslash \pi(B \triangleright A))
$$

The fact that $\rho_{n}(\pi(A))=\rho_{n}(\pi(B \triangleright A))+\rho_{n}(\pi(A) \backslash \pi(B \triangleright A))$ combined with the properties of the limit superior with regards to subtraction implies

$$
\bar{\rho}(\pi(A) \backslash \pi(B \triangleright A)) \geq \bar{\rho}(\pi(A))-\underline{\rho}(\pi(B \triangleright A))
$$

We know that $\bar{\rho}(\pi(A))=\alpha$ because $P(A)=\alpha$. As we assumed that $\underline{\rho}(\pi(B \triangleright A))<$ $\alpha \beta$,

$$
\bar{\rho}(\pi(\alpha))-\underline{\rho}(\pi(B \triangleright A))>\alpha-\alpha \beta=\alpha(1-\beta)
$$

Bringing this together,

$$
\bar{\rho}(\pi(\bar{B} \triangleright A))>\alpha(1-\beta)
$$

Thus we can apply the first case of the proof to show that $P_{A}(\bar{B}) \neq 1-\beta$, which automatically implies $P_{A}(B) \neq \beta$, so we are done.

Corollary 3.5. If $P(A)=\alpha$ and $P_{A}(B)=\beta$, then $P(A \cap B)=\alpha \beta$
Proof. By definition,

$$
A \cap B=(B \triangleleft A) \triangleright A
$$

As $P_{A}(B)=\beta$, Theorem 3.1 relativized to $A$ shows that $P_{A}(B \triangleleft A)=\beta$. Therefore we can apply Theorem 3.4 to $A$ and $B \triangleleft A$ to get that

$$
P((B \triangleleft A) \triangleright A)=P(A \cap B)=\alpha \beta
$$

It is natural to ask if any of the intrinsic density requirements in Theorem 3.4 can be dropped. It is immediate that we cannot drop the requirement that $A$ has intrinsic density: $P_{A}(\omega)=1$ for any $A$, so $\omega$ always satisfies the requirements on $B$, but $\omega \triangleright A=A$, so $A$ must have intrinsic density. Similarly, $B \triangleright \omega=B$ for any $B$, so $B$ must have intrinsic density. Therefore the only possible weakening of Theorem 3.4 would be to require $P(B)=\beta$ as opposed to $P_{A}(B)=\beta$. However, this fails.

Proposition 3.6. Let $P(A)=\frac{1}{2}$. Then $P(A \oplus \bar{A})=\frac{1}{2}$ but $A \triangleright(A \oplus \bar{A})$ does not have intrinsic density.

[^1]Proof. Note that $A \oplus \bar{A}$ has intrinsic density $\frac{1}{2}$ by Theorem 2.1 as $P(A)=\frac{1}{2}$ implies $P(\bar{A})=\frac{1}{2}$.

Let $E$ represent the set of even numbers. Notice that $A \oplus \bar{A}$ contains exactly one of $2 k$ or $2 k+1$ for all $k \in \omega$. Therefore the $n$-th element of $A \oplus \bar{A}$ is $2 n$ if $n \in A$ and $2 n+1$ if $n \notin A$. Thus

$$
E \triangleleft(A \oplus \bar{A})=A
$$

by definition. By the properties of the within operation,

$$
A \triangleright(A \oplus \bar{A})=(E \triangleleft(A \oplus \bar{A})) \triangleright(A \oplus \bar{A})=E \cap(A \oplus \bar{A})=A \oplus \emptyset
$$

By Proposition 2.1, however, $A \oplus \emptyset$ does not have intrinsic density.

## 4. Intrinsic Density $r$ SETS Which cannot compute an $r$-RANDOM

We are now ready to construct sets of intrinsic density $r$ which cannot compute an $r$-random set. To do this, we would like to have a countable collection of sets which all have intrinsic density relative to each other so that we may apply Theorem 3.4 repeatedly.

Lemma 4.1. Any 1-random set $X$ uniformly computes a countable, disjoint sequence of sets $\left\{A_{i}\right\}_{i \in \omega}$ such that $A_{i}$ has intrinsic density $\frac{1}{2^{i+1}}$, i.e. $P\left(A_{i}\right)=\frac{1}{2^{i+1}}$, for each $i$. Furthermore, the $A_{i}$ 's form a partition of $\omega$.
Proof. Recall that given a set $X, X^{[i]}$ denotes the $i$-th column of $X$, i.e. $\{n:\langle i, n\rangle \in$ $X\}$. Let $X \subseteq \omega$ be 1-random. Then for all $i, X^{[i]}$ is 1-random relative to $\bigoplus_{j \neq i} X^{[j]}$. (Essentially Van Lambalgen [7], Downey-Hirschfeldt [3, Corollary 6.9.6]) Proposition 1.4 relativizes to the fact that $Z$-1-randoms have $Z$-intrinsic density $\frac{1}{2}$. In particular, taking a single 1-random automatically gives us infinitely many mutually 1-random sets, and thus infinitely many sets with intrinsic density $\frac{1}{2}$ relative to each other. Using these together with Theorem 3.4, we can construct the desired sequence, where the mutual randomness ensures that the conditions of Theorem 3.4 are met.

Let $B_{0}=\omega$. Given $B_{n}$, let

$$
A_{n}=\overline{X^{[n]}} \triangleright B_{n}
$$

and

$$
B_{n+1}=X^{[n]} \triangleright B_{n}
$$

Note that for all $i, B_{i+1} \subseteq B_{i}$ and $A_{i} \cap B_{i+1}=\emptyset$, as $B_{i+1}=X^{[i]} \triangleright B_{i}$ and $A_{i}=\overline{X^{[i]}} \triangleright B_{i}$. Then for $i<j, A_{i} \cap A_{j}=\emptyset$ because $A_{j} \subseteq B_{j} \subseteq B_{i+1}$. Thus $\left\{A_{i}\right\}_{i \in \omega}$ is disjoint. Furthermore, the $A_{i}$ 's and $B_{i}$ 's are in fact uniformly computable in $X$, as $X$ can uniformly compute all of its columns and $X \triangleright Y$ is uniformly computable in $X \oplus Y$. We now verify that $P\left(A_{i}\right)=\frac{1}{2^{i+1}}$ and $P\left(B_{i}\right)=\frac{1}{2^{i}}$ by induction.
$P\left(B_{0}\right)=P(\omega)=1$, and $B_{0}$ is computable. Suppose that $B_{i}$ is $\bigoplus_{j<i} X^{[j]}$ computable and that $P\left(B_{i}\right)=\frac{1}{2^{i}}$. Then $B_{i+1}=X^{[i]} \triangleright B_{i}$ and $A_{i}=\overline{X^{[i]}} \triangleright B_{i}$ are both $B_{i} \oplus X^{[i]}$-computable, and therefore $\bigoplus_{j<i+1} X^{[j]}$-computable. By the above, both $X^{[i]}$ and $\overline{X^{[i]}}$ are 1-random relative to $B_{i}$ and thus have intrinsic density $\frac{1}{2}$ relative to $B_{i}$. Therefore $P_{B_{i}}\left(X^{[i]}\right)=P_{B_{i}}\left(\overline{X^{[i]}}\right)=\frac{1}{2}$ by the relativization of

Proposition 1.4 Thus by Theorem 3.4 and the induction hypothesis,

$$
P\left(A_{i}\right)=P\left(\overline{X^{[i]}} \triangleright B_{i}\right)=P\left(\overline{X^{[i]}}\right) P\left(B_{i}\right)=\frac{1}{2} \cdot \frac{1}{2^{i}}=\frac{1}{2^{i+1}}
$$

A nearly identical argument for $P\left(B_{i+1}\right)$ verifies $P\left(B_{i+1}\right)=\frac{1}{2^{i+1}}$, which completes the induction.

Finally, suppose for the sake of contradiction that the $A_{i}$ 's do not form a partition of $\omega$. Since we have already shown that the sequence is disjoint, there must exist a least $m$ with $m \notin A_{i}$ for any $i$. Therefore, there must be some $k$ such that $m$ is the least element of $B_{n}$ for all $n \geq k$. This is because every $m$ is in $B_{0}$ and $B_{i+1}$ is a subset of $B_{i}$ missing only elements of $A_{i}$. It follows that $0 \in X^{[n]}$ for all $n>k$, as $0 \in \overline{X^{[n]}}$ would imply that $m \in A_{n}$ since $A_{n}=\overline{X^{[n]}} \triangleright B_{n}$ and $m$ is the least, i.e. 0 -th, element of $B_{n}$. However, this means that $\{\langle n, 0\rangle: n>k\}$ is an infinite computable subset of $X$, which contradicts the assumption that $X$ is 1 -random since it is a basic fact that 1-random sets cannot have infinite computable subsets. Therefore, every $m$ must be in some $A_{i}$ as desired.

Jockusch and Schupp [4] proved that asymptotic density enjoys a restricted form of countable additivity: if there is a countable sequence $\left\{S_{i}\right\}_{i \in \omega}$ of disjoint sets such that $\rho\left(S_{i}\right)$ exists for all $i$ and

$$
\lim _{n \rightarrow \infty} \bar{\rho}\left(\bigsqcup_{i>n} S_{i}\right)=0
$$

then

$$
\rho\left(\bigsqcup_{i \in \omega} S_{i}\right)=\sum_{i=0}^{\infty} \rho\left(S_{i}\right)
$$

The intrinsic density analog of this results follows immediately from the fact that permutations preserve disjoint unions. That is, if there is a countable sequence $\left\{S_{i}\right\}_{i \in \omega}$ of disjoint sets such that $P\left(S_{i}\right)$ exists for all $i$ and

$$
\lim _{n \rightarrow \infty} \bar{P}\left(\bigsqcup_{i>n} S_{i}\right)=0
$$

then

$$
P\left(\bigsqcup_{i \in \omega} S_{i}\right)=\sum_{i=0}^{\infty} P\left(S_{i}\right)
$$

Note that $\lim _{n \rightarrow \infty} \bar{P}\left(\bigsqcup_{i>n} A_{i}\right)=0$ must be true for any sequence satisfying Lemma 4.1, as $\lim _{n \rightarrow \infty} P\left(\bigsqcup_{i \leq n} A_{i}\right)=1$. This together with the previous lemma allows us to construct our desired set.

Theorem 4.2. For every $r \in(0,1)$ and any 1-random set $X, r \oplus X$ computes $a$ set with intrinsic density $r$.

Proof. Let $r \in(0,1)$. Let $B_{r} \subseteq \omega$ be the set whose characteristic function is identified with the binary expansion that gives $r$, the set of all $n$ such that the $n$-th bit in the binary expansion for $r$ is 1 . Let $\left\{A_{i}\right\}_{i \in \omega}$ be as in Lemma 4.1 applied to $X$, i.e. a uniformly $X$-computable partition of $\omega$ with $A_{i}$ having intrinsic density $\frac{1}{2^{i+1}}$ for each $i$. Let $X_{r}=\bigsqcup_{n \in B_{r}} A_{n}$. We now describe the process by which $X_{r}$ is computable from $r \oplus X$. For a given $m, m \in A_{n}$ for some $n$ since the $A_{i}$ 's form a partition of $\omega . X$ can uniformly compute the $A_{i}$ 's and thus compute $n$ where $m \in A_{n}$. Then $m \in X_{r}$ if and only if $n \in B_{r}$, which $r$ can compute.

Now, note that

$$
\lim _{n \rightarrow \infty} \bar{P}\left(\underset{i \in B_{r}, i>n}{\bigsqcup_{i}} A_{i}\right)=0
$$

because $\bigsqcup_{i \in B_{r}, i>n} A_{i} \subseteq \bigsqcup_{i>n} A_{i}$ and $\lim _{n \rightarrow \infty} \bar{P}\left(\bigsqcup_{i>n} A_{i}\right)=0$. By the fact that countable unions sum intrinsic densities and the definition of $X_{r}$,

$$
P\left(X_{r}\right)=\sum_{n \in B_{r}} P\left(A_{n}\right)=\sum_{n \in B_{r}} \frac{1}{2^{n+1}}
$$

By the definition of the binary expansion,

$$
P\left(X_{r}\right)=\sum_{n \in B_{r}} \frac{1}{2^{n+1}}=r
$$

Proposition 4.3 (Reimann and Slaman [6]). No r-random set $X$ can be computable from $r$.

Proof. Reimann and Slaman [6, Proposition 2.3] says that if $Y \subseteq \omega$ is a representation of some measure $\mu$ on $2^{\omega}$, then $Y$ computes a function $g_{\mu}: 2^{<\omega} \times \omega \rightarrow \mathbb{Q}$ such that for all $\sigma \in 2^{<\omega}$ and all $n \in \omega$,

$$
\left|g_{\mu}(\sigma, n)-\mu(\sigma)\right| \leq 2^{-n}
$$

Take $\mu$ to be $\mu_{r}$, the $r$-Bernoulli measure. Fix $\sigma_{1}$ to be 1 , the binary string of length one with first bit 1. Then we have $\mu_{r}\left(\sigma_{1}\right)=r$. Thus the $Y$-computable function $g(n)=g_{\mu_{r}}\left(\sigma_{1}, n\right)$ has the property that for all $n \in \omega$,

$$
\left|g_{\mu_{r}}\left(\sigma_{1}, n\right)-\mu_{r}\left(\sigma_{1}\right)\right|=|g(n)-r| \leq 2^{-n}
$$

In other words, $g$ can be used to compute $r$. As $Y$ was arbitrary, every representation of $\mu_{r}$ computes $r$.

By definition ([6, Definition 3.2]), a set $X$ is $r$-random if and only if it is random with respect to some representation $Y$ of $\mu_{r}$. Therefore $Y$ cannot compute $X$. However, by the above argument, $Y$ computes $r$. Thus $r$ cannot compute $X$.

Theorem 4.4. For almost all r, r computes a set A which has intrinsic density $r$ but cannot compute an $r$-random set.

Proof. Let $r$ be 1-random. Then we may apply Theorem 4.2 with $r$ playing the role of both $r$ and $X$ to obtain an $r$-computable set $A$ which has intrinsic density $r$. Every $A$-computable set is $r$-computable because $A$ is $r$-computable, but by Proposition 4.3, no $r$-random set can be $r$-computable. Therefore, $A$ cannot compute an $r$-random set.

As almost all reals are 1-random, this completes the proof.
From each such set, we may use Theorem 3.1 to generate more examples.

## 5. Closing Remarks and Future Work

We showed a computational separation between the notions of intrinsic density and randomness by constructing examples of sets with intrinsic density $r$ which cannot compute $r$-random sets. There is room for future work in investigating whether this can be done for all $r$, or at least for all noncomputable $r$.

Additionally, there is room for applying these techniques to compare other notions of stochasticity with randomness. Many of the results proved for intrinsic density have analogs for MWC stochasticity, however it is currently open whether infinite unions work in that setting as they do for intrinsic density. Thus the analog of Theorem 4.2 for MWC stochasticity remains open.
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