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Abstract.

The rapid development of technology and increasing numbers of customers
have saturated the communication market. Communication operators must give
focused attention to the problem of customer churn. Analyzing the customer’s
communication behavior and building a prediction model of customer churn can
provide the advance evidence for communication operators to minimize churn.
This paper describes how to design a HMM to predict customer churn based
on communication data. First, we oversample churners to increase the number
of positive samples and establish the relative balance of positive and negative
samples. Second, the continuous numerical attributes that affect communication
customer churn are relatively discretized and their monthly values are converted
into monthly change tendencies. Next, we select the communication features by
calculating the information gains and information gain rates of all communication
attributes. We then construct and optimize a prediction model of customer churn
based on HMM. Finally, we test and evaluate the model by using a Spark cluster
and the communication data set of Taizhou Branch of China Telecom. Experimental
evaluation provides proof that our prediction model is exceptionally reliable.
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1. Introduction

The rapid development of technology and increasing numbers of customers have
saturated the communication market. With the arrival of 5G era, the communication
industry is facing a new round of reshuffle, and the competition among communication
operators on customer resources has entered a white-hot stage. A customer will change
to a different communication operator when his or her needs are not met, which is called
customer churn. The communication operators should pay more and more attention
to the problem of customer churn because customer churn is closely related to the
profits of communication operators. For communication operators, the cost of acquiring
a new customer is approximately six times higher than the cost of retaining an existing
customer[1], and reducing 5% customer churn rate will lead to 25%-85% increment of
profit [2].
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Communication operators possess massive communication data. How to find the
behavior patterns of communication customers hidden in these data by data mining
and build a prediction model of communication customer churn has become a research
hotspot in industry and academia. Communication operators can identify potential
churners in advance and take corresponding measures to retain them by adopting a
prediction model of customer churn. Therefore, the research of communication customer
churn is of great practical significance for communication operators to adjust their
marketing strategies, change their ways of service, expand their market share and
enhance their competitiveness.

In this paper, we propose a prediction model of communication customer churn
based on HMM (Hidden Markov Model) and evaluate its performances by using a
Spark cluster and a real communication data set. The rest of this paper is organized as
follows. Section 2 discusses related work. Section 3 introduces our prediction model
of communication customer churn. The experiment results for evaluating our prediction
model are presented in Section 4, and finally, Section 5 concludes this work.

2. Related work

Since the 1990s, many scholars have focused on the research of communication customer
churn prediction and proposed a series of prediction methods. Mozer et al. [3] put
forward a prediction model of mobile customer churn based on linear regression,
decision tree, neural network and ensemble learning. In [4-6], a prediction model of
customer churn based on neural network was proposed. Song et al. [7] designed an
algorithm for predicting customer churn by employing a hybrid process neural network
based on the Fourier orthogonal basis function. Kisiglu and Topcu [8] proposed an
algorithm of customer churn prediction based on Bayesian belief network. In [9][10],
the activation diffusion algorithm of psychology was used to calculate the impact of a
churner on other customers in social networks and determine whether a customer will be
a churner or not. Xie et al. [11] applied sampling and cost sensitive learning in a standard
random forest and proposed a balanced random forest algorithm for customer churn
prediction. In [12][13], a prediction model of customer churn based on decision tree is
proposed. In order to settle the problem of imbalance data in customer churn prediction,
Li et al. [14] proposed an algorithm of customer churn prediction based on cluster
sampling and support vector machine training. Hossam et al. [15] proposed a prediction
model of customer churn based on genetic algorithm. In [16-18], three prediction models
of customer churn based on the rough set theory were proposed. Huang et al. [19] used
linear regression, decision tree, naive Bayes, neural network and support vector machine
to predict customer churn and compared the advantages and disadvantages of these
methods.

The above research works did not consider the temporal relation among commu-
nication data while building their prediction models. In fact, the churn tendency of
communication customers are closely related to their historical communication behavior.
HMM (Hidden Markov Model) is a probabilistic model of time series data, which
describes the process of generating a state sequence from a hidden Markov chain, and
then generating an observation sequence from the state sequence. HMM has been widely
used in speech recognition [20], biostatistics [21], stock market prediction [22], fault
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diagnosis [23], smart home [24] and other fields. However, the application of HMM
in communication customer churn prediction is rare. The reason is that the traditional
HMM has only one observation attribute, but there are multiple features hidden in the
communication data which affect customer churn. How to recognize these features from
the communication data and build a HMM based on the observation sequence of these
features are the motivations of this paper.

3. Our Prediction Model of Communication Customer Churn

3.1. The framework of communication customer churn prediction

Communication operators usually stop service to the customer who owes for one month
and recycle the SIM Card if the customer is in arrears for three months. In this paper,
we aim to build a prediction model to identify the communication customer with churn
tendency in advance, so a churner is defined as the customer who has not produced any
communication data for more than one month.

The framework of communication customer churn prediction as shown in Figure 1
includes samples labelling, attributes discretization, features selection, model training,
parameters optimization and model testing.

Figure 1. The framework of communication customer churn prediction

3.2. Samples labelling

The average churn rate of communication customers is about 2.2% [25], so the
communication data set is an unbalanced data set in scenario of the two classification
problem of predicting whether a customer is a churner or not. In the data set, churners
are the minority and are called positive samples, while non-churners are majority and
are called negative samples. The classification model trained directly from these samples
will probably lead the prediction result belong to negative class.

Therefore, we oversample churners to increase the number of positive samples and
establish the relative balance of positive and negative samples. As shown in Figure 2,
we first label the monthly churners and non-churners of the training set composed of N
months call data, then copy the data of churners in t+2 and t+3 in any month t (1 ≤ t ≤
N-3). Finally, the first N-3 months call data will be used as training samples, and the rest
data will be used for model optimization.

H. Zhu and B. Yu / Customer Churn Prediction Based on HMM in Telecommunication Industry80



Figure 2. Churners oversampling

3.3. Attributes discretization

Each call record of communication customers has many attributes. Some of these
attributes such as switch id, calling area code, calling cell id, etc. are not related to churn
tendency of communication customers. The main communication attributes that affect
customer churn are some continuous numerical attributes such as call frequency, call
duration, call charge, etc. However, the monthly values of these continuous numerical
attributes are not directly related to customer churn, instead their monthly change
tendencies are most affinitive to customer churn. Therefore, these communication
attributes need to be relatively discretized.

Let Xt be the value of communication attribute X of a customer in month t, the
change tendency of communication attribute X of the customer in month t compared
with month t-1 can be calculated by Eq. (1).

X ′
t =

⎧
⎪⎪⎨

⎪⎪⎩

0 Xt = 0
1 Xt �= 0∧Xt −Xt−1 ≤ 0
2 Xt �= 0∧Xt −Xt−1 = 0
3 Xt �= 0∧Xt −Xt−1 ≥ 0

(1)

In Eq. (1), X ′
t =0 indicates that the customer did not produce any communication data

in month t, X ′
t =1 indicates that the value of communication attribute X of the customer in

month t is lower than that in month t-1, X ′
t =2 indicates that the value of communication

attribute X of the customers in month t is equal to that in month t-1, and X ′
t =3 indicates

that the value of communication attribute X of the customers in month t is higher than
that in month t-1.

3.4. Features selection

Different communication attributes have different impacts on churn tendency. Let IF(X)
be the impact factor of communication attribute X on churn tendency, its computational
procedures are as follows:

1. Calculate the information entropy of customer class set C={churner, non-
churner} by Eq. (2).

H(C) =− ∑
c∈C

p(c)log2 p(c) (2)

2. Calculate the conditional entropy of customer class set C under the condition of
a given communication attribute X by Eq. (3).

H(C|X) = ∑
x∈X

p(x)H(C|X = x) =− ∑
x∈X

p(x) ∑
c∈C

p(c|x)log2 p(c|x) (3)
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3. Calculate the information gain of communication attribute X by Eq. (4).

IG(X) = H(C)−H(C|X) (4)

4. Calculate the information gain rate of communication attribute X , namely the
impact factor of attribute X on churn tendency by Eq. (5).

IF(X) =
IG(X)

H(X)
=

IG(X)

−∑x∈X p(x)log2 p(x)
(5)

Let Avg IG be the average information gain of all communication attributes and
Min IF be the threshold of information gain rate, attribute X is called a communication
feature if IG(X)≥ Avg IG and IF(X)≥ Min IF .

3.5. Model training

HMM is a system embedded with two stochastic processes, one of which is a hidden
state transition process (Markov chain), the other is a visible sequence of observation
symbols which is related to the state transition process. If the state transition of a HMM
depends on its previous n states, such a HMM is called a n-order HMM. The first order
HMM is used in this paper.

There are two stochastic processes embedded in the scenario of communication
customer churn prediction, one is the visible monthly call data, the other is the hidden
states transition. The visible call data is closely related to the hidden state transition, so
HMM is suitable for the scenario of communication customer churn prediction, and the
prediction model can be trained by determining the following five elements.

1. State set S = {S1=churn, S2=non-churn}. A state indicates whether a communi-
cation customer has the tendency of churn or not. Let Qt be the state S1 or S2
of the system in month t, the state sequence from the first to the T th month is
expressed as Q = Q1Q2, · · · ,QT .

2. Observation symbol set V = {V1,V2, · · · ,VM}. For a traditional HMM, M is the
number of all different values of only one observation attribute, and Vj(1≤ j ≤M)
represents a value of the observation attribute. However, for the HMM applied in
the scenario of communication customer churn prediction, the observed attributes
are K communication features that affect customer churn. Therefore, M in the
observation symbol set is equal to 3K , here 3 indicates that there are three kinds of
monthly change tendency of each communication feature (1 is descend, 2 is flat,
3 is ascend), and Vj(1 ≤ j ≤M) is a vector composed of the change tendencies of
K communication features in the same month. Let Ot be the symbol Vj observed
by the system at month t, the observation sequence from the first to the T th month
is expressed as O = O1O2, · · · ,OT .

3. State transition distribution A= {Ai j}= {P(Qt+1=S j|Qt=Si)}. P(Qt+1=S j|Qt=Si)
represents the probability that the system is in state Si at month t and in state S j
at month t+1, which is calculated by Eq. (6). Num in Eq. (6) indicates counting
values that meets a given condition.

Ai j =
∑t=T−1

t=1 Num(Qt = Si,Qt+1 = S j)

∑t=T−1
t=1 Num(Qt = Si)

(6)
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4. Observation symbol distribution B = {B(Vj|Si)} = {P(Ot=Vj|Qt=Si)}, where
P(Ot=Vj|Qt=Si) represents the probability that the system is in state Si at month
t and the observed symbol is Vj, which is calculated by Eq. (7).

B(Vj|Si) =
∑t=T−1

t=1 Num(Qt = Si,Ot =Vj)

∑t=T−1
t=1 Num(Qt = Si)

(7)

5. Initial state distribution π = {π(Si)} = {P(Q1=Si)}. P(Q1=Si) indicates the
probability that the system is in state Si at the first month. If the initial state is a
normal uniform distribution, π(S1)=π(S2)=1/2.

Obviously, initial state distribution π and state transition distribution A can determine
state set S, and observation symbol distribution B can determine observation symbol set
V , so a HMM only requires the specifications of A,B and π . For convenience, the whole
element set can be denoted by a triple, i.e., λ=(A,B,π).

3.6. Parameters optimization

Given an initial model λ=(A,B,π) and an observation sequence O=O1O2, · · · ,OT ,
parameter optimization is defined as how to adjust A,B and π to maximize P(O|λ ′), i.e.,
the probability of the occurrence of O in the new model λ ′. We use the following Baum
Welch algorithm [20] to optimize an initial model λ .

Step 1, estimate the parameters by model λ and observation sequence O, and a new
model λ ′=(A′,B′,π ′) is obtained.

Step 2, calculate the probabilities P(O|λ ′) and P(O|λ ) by λ ′, λ and O.
Step 3, if |P(O|λ ′)−P(O|λ )|> ε , here ε is a very small positive number, let λ = λ ′

and goto step 1. Otherwise, optimization is over.

3.7. Model testing

Communication customer churn prediction aims at calculating the churn probability
of a customer in month T +1 based on the prediction model and the observed change
tendency sequence of communication features in the T months of a customer, i.e.,
O=O1O2, · · · ,OT (Ot is an observation vector). The customer whose churn probability
is greater than or equal to the churn probability threshold Min CP is predicted to
be a churner, otherwise the customer is predicted to be a non-churner. Obviously,
the essence of communication customer churn prediction is seeking the maximum
probability of hidden state at time T +1, i.e., the maximum P(QT+1=S j|O1O2, · · · ,OT ).
P(QT+1=S j|O1O2, · · · ,OT ) can be calculated by Eq. (8).

P(QT+1 = S j|O1O2, · · · ,OT ) = ∑
i

Ai jP(QT = Si|O1O2, · · · ,OT ) (8)

P(QT =Si|O1O2, · · · ,OT ) in Eq. (8) can be calculated by Eq. (9).

P(QT = Si|O1O2, · · · ,OT )

= γP(OT |QT = Si)∑
j

A jiP(QT−1 = S j|O1O2, · · · ,OT−1)
(9)
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In Eq. (9), γ is normalization constant which can ensure that the sum of the
probabilities in the two hidden states of churn and non-churn is 1.

4. Experimental Evaluation

Spark is a fast and universal computing engine designed for large-scale data processing.
It not only implements the map and reduce methods in MapReduce, but also provides
rich components such as Spark Streaming for real-time streaming, MLlib for machine
learning, GraphX for large-scale graph processing and Spark SQL for interactive query.
Spark supports memory computing and greatly improves the efficiency of iterative
algorithm. The experimental environment of this paper is a Spark cluster composed
of one master node and four slave nodes. The hardware configuration of each node is
3.60GHz Intel (R) core (TM) i7-7820x CPU, 64GB memory and 2TB hard disk. The
software environment is Ubuntu 16.04, Spark 2.3.0, Scala 2.11 and JDK1.8. All the
programs are written in Java.

4.1. Data set

The experimental data set is from Taizhou Branch of China Telecom, which stores the
call records of all communication customers from January 1 to December 31, 2019. Each
call record in the data set includes 146 attributes as shown in Table 1. All call data are
compressed by Snappy and stored in the form of plain text on the HDFS of Spark cluster.

Table 1. Attributes of each call record
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The numbers of churners and non-churners in the data set are shown in Table 2. The
ratio of the total number of churners to that of non-churners is about 2%.
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Table 2. The numbers of churners and non-churners in the data set
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4.2. Communication features

We extract a customer who became a churner in December 2019 from the data set
and depict the change tendencies of main communication attributes of the customer in
Figures 3-8.
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Figure 3. The change tendency of call frequency
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Figure 4. The change tendency of basic charge
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Figure 5. The change tendency of call duration
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Figure 6. The change tendency of plan charge
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Figure 7. The change tendency of call charge
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Figure 8. The change tendency of prepaid charge
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For the training set composed of the first 8 months call records in the data set, assume
the threshold of information gain rate is 0.02, the communication features calculated
from the positive and negative samples of the first 5 months (after samples labelling with
the method described in Section 3.2) is shown in Table 3.

Table 3. The communication features in the data set
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4.3. Performance evaluation criteria

Customer churn prediction is a problem of classification in two categories, whose
confusion matrix is shown in Table 4. The table defines the churners as the positive class,
and the non-churners as the negative class.

Table 4. The confusion matrix of customer churn prediction
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We use precision and recall to evaluate the performance of our prediction model. The
higher precision and recall, the better the performance. Precision and recall are calculated
by Eqs. (10) and (11).

Precision =
T P

T P+FP
(10)

Recall =
T P

T P+FN
(11)

We also use AUC (Area Under ROC Curve) [26][27] to evaluate the performance of
our prediction model. The larger the AUC, the better the performance. ROC (Receiver
Operating Characteristic) [26][27] refers to the connection of points drawn with FPR
(False Positive Rate) as the horizontal axis and TPR (True Positive Rate) as the vertical
axis. FPR and TPR are calculated by Eqs. (12) and (13).

FPR =
FP

FP+T N
(12)
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T PR =
T P

T P+FN
(13)

To calculate AUC, we first compute the churn probability of each communication
customer by Eq. (9) and sort them in decending order, then we assign the customer
with the highest churn probability rank n, the customer with the second highest churn
probability rank n-1, and so on. In this way AUC can be calculated by Eq. (14).

AUC =
∑n∈T P Rankn − T P×(T P+1)

2
T P×T N

(14)

4.4. Performance evaluation results

Experiment-1 (Performance vs. Size of training set). We choose the first 8 months call
records of the data set as the maximum training set. Fixing Min CP (churn probability
threshold) at 0.57, Figures 9-11 depicts how size of training set (in month) affects
precision, recall and AUC. From the figures we can notice that precision, recall and AUC
increase with size of training set. The reason is that the larger training set, the more
balanced the positive and negative samples. We also observe that it needs at least 7
months of training data to make the model have better prediction results.
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Figure 9. Precision vs. Size of training set

Experiment-2 (Performance vs. Min CP). In this experiment, we present the perfor-
mance comparison of our model and LIBLINEAR [28] on the real communication data
set. LIBLINEAR has been a linear model widely used in massive data classification since
it received the KDD CUP championship in 2010 [29].

After training our prediction model based on the first 8 months call records of the
data set, we predict the average churn probability of all customers in December by their
change tendencies of all communication features from September to November. We vary
churn probability threshold Min CP. The precisions and the recalls are shown in Figures
12 and 13. Clearly, the precisions of our model and LIBLINEAR increase with Min CP,
but the recalls of our model and LIBLINEAR decrease with Min CP. This is because the
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Figure 10. Recall vs. Size of training set
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Figure 11. AUC vs. Size of training set

larger the Min CP, the less false positive and the higher the precision by Eq. (10), the
more the false negative and the lower the recall by Eq. (11).

We can also observe that the precision and the recall of our model are higher than
those of LIBLINEAR. The reason is that our model based on HMM has one more time
dimension than LIBLINEAR.

Figures 12 and 13 show that Min CP =0.57 is the intersection of precision curve and
recall curve. Therefore, we generally choose Min CP =0.57 in the actual prediction in
order to take into account of precision and recall.
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Figure 12. Precision vs. Min CP
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Figure 13. Recall vs. Min CP

5. Conclusion

In this paper, we design a prediction model of communication customer churn based
on HMM and evaluate its performances by using the Spark cluster and the real
communication data set. The construction of the model includes samples labelling,
attributes discretization, features selection, model training, parameters optimization and
model testing. The experimental results shows that our model has better performances
than LIBLINEAR in the scenario of communication customer churn prediction.

The prediction model designed in this paper only considers call records of com-
munication customers. In the future, we will study on communication customer churn
prediction based on call record, message record and network traffic.

Another future research direction is the examination of whether a higher-order
HMM can be used to improve the performance of our predicted activities.
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