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Abstract. Terrorism is a major issue facing the world today. It has negative impact 
on the economy of the nation suffering terrorist attacks from which it takes years 
to recover. Many developing countries are facing threats from terrorist groups and 
organizations. This paper examines various terrorist factors using data mining 
from the historical data to predict the terrorist groups most likely to attack a nation. 
In this paper we focus on sampled data primarily from India for the past two 
decades and also consider International database. To create meaningful insights, 
data mining, machine learning techniques and algorithms such as Decision Tree, 
Naïve Bayes, Support Vector Machine, Ensemble methods, Random Forest 
Classification are implemented to analyze comparative based classification results. 
Patterns and predictions are represented in the form of visualizations with the help 
of Python and Jupyter Notebook. This analysis will help to take appropriate 
preventive measures to stop Terrorism attacks and to increase investments, to grow 
the economy and tourism. 

Keywords. Data Mining, Classification, Global Terrorism Database (GTD), 
Machine Learning. 

1. Introduction 

Terrorism has become a relatively influential factor in the International Politics. A 

major terrorist cause is an aggrieved organization that resorts to violence for various 

factors such as political, cultural, religious, etc. This research focuses on the global 

spread of terrorism as well as in India in the last two decades. From the literature 

review, it is identified that there are several statistical analyses performed on terrorism 

database. 

Due to terrorism, common people are getting fear, nervousness, and ambiguity on 

maximum scale of community rather than single individual. According to Statistics on 

GTD database,2019 contains 1411 various terrorist attacks have occurred, causing 

6362 fatalities, deficiently disturbing quality of life of human individuals in society. It 

is similarly important to understand statics, analyzing terrorist events data, to create 

awareness, to assist kind of people, take preventive measures not occurring those 

events in future. 

Terrorism attacks has been considered major impact among all nations for decades 

to identify factors reason to perform of terrorism or to carry out counterterrorism, social 
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and fiscal effects of terrorism. Due to terrorism complexity of problem in nature, it is 

difficult to find efficient solution to protect lives of individuals. Classification of 

terrorist philosophy, forecast of future terrorist attacks have been demonstrated to be of 

immense importance, time consuming process. We tried to identify interesting insights 

using machine learning algorithms on GTD database.   

This paper is set out as follows. Section 2 illustrates literature review. The pre-

processing performed on the Global Terrorism Database, feature selection, analytical 

tool used for the data mining and the software used for the study was described in 

detail in Section 3. Section 4 provides a detailed description of results and experimental 

analysis exploits machine learning algorithms such as Decision Tree, Naïve Bayes, 

Support Vector Machine and Random Forest Classification to build a classification 

model. Finally, Section 5 summarizes the insight research findings and future works. 

Terrorist attacks got mainly significant imperative issue to all humankind in the 

world. These kind attacks are more in developing countries like India, Middle East, 

North Africa, and South Asia. This paper describes insight hidden patterns using 

machine learning algorithms in GTD Database and how it has grown over time of 

decades, social impacts, growth of economy and impacts on tourism, and to take proper 

preventive measures to eradicate the terrorism. It also predicts the region, country, 

number of terrorist attacks by machine learning approaches. 

The Objectives of this paper can be described as follows. 

 To perform statistical data analysis on the GTD data to obtain hidden 

pattern and insights. 

 To identify the most terror-prone regions and the weapons mostly used 

for attack in both India and around the world. 

 To identify the most targeted sector and the topmost victim regions in 

India and the major radical groups behind those attacks in the last two 

decades. 

 To perform several classification techniques for predicting the success or 

failure of the terrorist attack based on its type and the weapon used for 

attack. 

From the above objectives we can identify a goal of recognizing the patterns and 

success rate of occurrence of terrorist incidents. These kinds of insight patterns are 

useful in providing the following benefits. 

 To take proper preventive measures to eradicate the terrorism. 

 To increase the foreign investments by making the country safe and 

secure. 

 It promotes the growth of economy and develops the tourism. 

2. Literature Review 

M. Khalifa et. al, presents "Terrorist attacks got mainly significant imperative issue to 

all humankind in the world". It also employed statistical techniques and association 

mining algorithms applied to terrorism attacks to identify frequent invisible patterns in 

database [1]. 

J. V. Pagán described three classification algorithms (K-Nearest Neighbor, 

Discriminant Analysis, and Recursive Partitioning) of terrorist attacks database and 

reduces classification error rate [2]. 
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S. Ray provides Artificial Intelligence has major attention in digital area and 

described machine learning algorithms merits, demerits of application perception to 

make decision in selecting suitable learning algorithm to meet explicit requirement of 

application [3]. 

K. P. Shroff and H. H. Maheta incorporated comparative study on machine 

learning classification algorithms performance based on feature selection in high 

dimensional data [4]. 

Tarik A. Rashid et. al, presented attack user behaviors of the wicked web mining 

systems and employed possible solutions for securing web users, organizations, society 

to prevent attacks. Naïve Bayes approach (NB) and K-Nearest Neighbor (K-NN) 

algorithms are incorporated to detect terrorist threats in web mining-based approaches 

[5]. 

Tarik A. Rashid and Salwa Mohamad described the detection of wicked internet 

user behaviors in internet forums, Wi-Fi, websites, email accounts, Facebook, etc, 

using machine learning techniques Random Forest (RF) and Support Vector Machines 

(SVM) methods [6]. 

Enrique Lee Huamaní and Alva Mantari, incorporated Terrorist attacks influence 

confidence, security of citizens, destruction of order and as increase of social networks, 

terrorist attacks in global are also ongoing. Author employed Artificial Intelligence 

techniques and classification models to visualize and predict possible terrorist attacks 

[7]. 

M. Irfan Uddin and Nazir Zada, address Terrorist Activities and their 

consequences suppressed physically, emotionally. Five different models on deep neural 

network (DNN) are incorporated to understand behavior of terrorist activities and 

presented analytical based results [8]. 

V. Kumar, M. Mazzara, A. Messina, focused on data mining classification 

methods and the part of United Nations counterterrorism. It analyzes performance of 

classifiers (Multilayer Perceptron, Lazy Tree, Naïve Bayes, Multiclass) for detection of 

trends in terrorist attacks world GTD database [9]. 

N. Ouassini and A. Verma illustrated association between social, economic, and 

demographic indices and left-wing intolerance in state of Jharkhand in India [10]. 

R. Alhamdani, M. Abdullah, exploits deep learning techniques to identify the 

terrorist attacks behavior and distribution online misinformation using different forms 

of social media by employing global terrorist database [11]. 

3. Dataset 

The Global Terrorism Database (GTD) [12] is an open-source database from 1970 to 

2017, with information on terrorist events around the world. This includes about 

1,81,691 terrorist attacks for each scenario, with 135 categories, making it the most 

detailed unclassified data based on terrorist events in the world. For each terrorist event, 

the information about the date, location, attack, weapon, target/victim, and perpetrator 

(the group which carried out the attack) etc. are provided. In this study, we performed 

analysis on the GTD data during the time 2000 to 2017 [13],[14]. 

The GTD data was collected from different resources which would cause data 

inconsistency. Another problem is missing data values which if unhandled causes 

distortion in the analysis. Therefore, the pre-processing techniques like feature 

selection, treating the missing values and null values, normalizing the values are 
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performed to accomplish good analysis. Out of 135 attributes in the original dataset, by 

performing the Data reduction [15],[16], we selected the features relevant to our study 

which are described in the Table 1. 

Table 1. Selected Attributes for Analysis 

Attribute Description 

eventid ID allotted to the incident 
occurred.

iyear, imonth, iday The year, month, and day the 
incident occurred.

country_txt, provstate, city Country name, state, city where 
the incident took place.

latitude, longitude Location details of the place 
where the incident occurred.

attacktype1_txt Type of the attack occurred.
success Whether the incident was 

successful.
weaptype1_txt, 

weapsubtype1_txt
Type and subtype of the 
weapons used in the attack.

weapdetail Information about the type of 
weapon used in the attack.

targtype1_txt, targsubtype1_txt Type and subtype of the 
target/victim of the attack.

gname Name of the group that carried 
out the attack.

nkill, nwound Number of confirmed fatalities 
and non-fatal injuries of the 

incident.

 

The missing values and the instances with value as unknown of the attribute 

‘gname’ have been removed as it is of no use to the analysis if the radical group 

responsible to the attack is not known. Similarly, the null values in the attributes ‘nkill’, 

‘nwound’ have been replaced by the value 0 since we must perform aggregation 

function on the attribute values. The data is now preprocessed and ready to use for data 

mining [17],[18]. 

GTD data extracted for was checked and numerically coded using the Python 

programming language. The analysis was done purely python based in the Jupyter 

Notebook. Jupyter notebook is open-source software to perform programming and it is 

an interactive computational environment. The entire data is split into two sets to 

construct a classifier model: training data with 80% and testing data with 20% of the 

dataset [19],[20].  

4. Experimental Methodology 

In this paper, we conduct the experiments to test the performance of different machine 

learning models to identify the most suitable algorithm for the GTD database and to 

identify the interesting insights of the results. Classification models are built using such 

algorithms as Decision Tree, Naïve Bayes, Support Vector Machine. Naive Bayes 

belongs to the Bayes family as a probabilistic classifier. Decision Tree induction is an 

algorithm for the top-down recursive induction of tree [21],[22]. Support Vector 

Machine transforms the original training data into a higher dimension using a non-

linear mapping to figure out the best separating hyper plane. 
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The classifier's accuracy can be further improved with the use of ensemble 

approaches such as the Random Forest Classifier. Ensemble Approach is a machine 

learning method to improve accuracy by studying a series of individual (base) classifier 

models and integrating them. The performance of the ensemble methods is compared 

with the base classifier models[23],[24]. To estimate the performance of the classifiers, 

evaluation metrics like accuracy score, f-measure, Jaccard similarity index, ROC curve 

are applied on the models developed to find the model with good accuracy [25]. 

In this section, first we discuss about the visualization of several statistical insights 

derived and then about the different classifier models developed and their accuracy 

results. 

 

Figure 1. Donut chart showing major radical groups in India. 

The donut chart in Figure 1 shows the major radical groups who contributed 

highest frequency attacks in India. It is evident that highest number of terrorist attacks 

are done by CPI-Maoist group. In India, most of the terrorist attacks are done by the 

domestic radical groups compared to the International Terrorist Organizations. 

 

Figure 2. Map view of terrorist attacks in India. 

The map in Figure 2 shows that based on several features like the type of attack 

and the number of fatalities, the data points can be partitioned into several clusters. 
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Each cluster can be further divided into several sub-clusters. The location details and 

the number of attacks on each city can be identified; thereby counter measures can be 

taken to concentrate on the most targeted areas. From the analysis, it is evident that the 

Middle East region of India is highly prone to terrorist attacks. 

 

Figure 3. Scatter plot showing target-based attacks in India. 

The scatter plot generated as in Figure 3 reveals the hidden information that 

Military is targeted the most in India with about 27% of all the attacks i.e., 3426 people 

were killed, and 5586 people were injured. Both the fatalities and injuries are 

comparatively higher in Military because of the terrorist attacks. Even the Education 

sector is relatively affected by the terrorism. 

 

 

Figure 4. Histogram showing the number of attacks in India. 
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The histogram plotted in Figure 4 indicates how many terrorist attacks have been 

committed in India in the last two decades. The rate of attacks gradually increased from 

the year 2012. However, the attacks occurrence may either be successful or failure. 

The Tree map in Figure 5 depicts the top 10 victim regions in India. Out of all the 

regions in India, terrorist attacks are more frequent in Imphal (36.59%) and Srinagar 

(24.54%) contributing a major share of greater than 50% out of all the attacks in India. 

 

 

Figure 5. Tree Map showing the Top 10 victim regions in India. 

 

Figure 6. Time-Series graph showing different kinds of attacks in India. 

The time-series graph in Figure 6 shows the total number of different types of 

attacks in India from 2012 to 2017. It shows that Bombing/Explosion is the most 

frequent method of attack implemented by terrorists in all the years. 

The word cloud in Figure 7 shows the states which are highly prone to terrorist 

attacks. Further protection must be established for Jammu and Kashmir out of all states 

to prevent terrorist attacks. 
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Figure 7. Word Cloud showing the states which are mostly attacked. 

 

Figure 8. Time-Series graph showing the number of successful and failure events. 

Attacks planned by terrorists may either become successful or failure. The time-

series graph in Figure 8 describes the summary of the attack’s success vs failure during 

the period 2000 to 2017. This graph depicts that the number of successful attacks 

increased gradually from the year 2012. Terrorism has seen a drastic increase in the 

year 2009 when compared to the number of attacks in the year 2007. 

The word cloud generated in Figure 9 highlights the most frequent word 

vocabulary of weapons used for attack in India. Out of all the weapons, explosives, and 

firearms (portable guns) are used the most in India. 
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Figure 9. Word Cloud showing the Weapons used for attack. 

 

Figure 10. Dist. Plot showing the percentage of fatalities and injuries. 

The seaborn dist. plot in Figure 10 shows the density distribution of the total 

percentage of fatalities and injuries during the time period 2000-2017.It is evident that 

in the year 2014, the fatalities and injuries are high compared to other years. 

Table 2. Classifier Models and Evaluation results 

Algorithm              Accuracy Score                      F1 Score         Jaccard Similarity 

Naive Bayes 0.410755 0.45617 0.410755 

Random Forest 0.837529 0.91080 0.837529 

Decision tree 0.836957 0.91085 0.836957 

SVC 0.834668 0.90988 0.834668 

The dataset is divided into training set and test set in the 80:20 split ratio to 

implement the classification algorithm. The GTD incident is graded into either success 

or failure based on the type of attack that occurred, and the type of weapon used for the 

attack. The Table 2 shows the detailed results of the classification algorithms applied. 

Out of all the individual classifier models developed, Decision Tree Classifier gives the 

good accuracy. To improve the classification accuracy, ensemble methods like Random 

Forests classifier is build. 

In addition to the standard evaluation metrics applied, ROC curve serves as the 

metric which can determine the good classifier. Of all the classifiers applied, Random 

Forest Classifier is the better one as shown in the Figure 11. 
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Figure 11. ROC curve showing the accuracy of Classification models. 

Several metrics can be calculated from the confusion matrix like the accuracy, 

sensitivity, and precision etc. The Figure 12 shows the confusion matrix plotted for the 

Random Forest Classifier. 

 

 

Figure 12. Confusion Matrix of Random Forest Classifier. 

The time-series graph in Figure 13 plots the total number of different types of 

attacks in the world from 2011 to 2017. It shows that Bombing/Explosion is the most 

frequent method of attack implemented by terrorists in all the years. 
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Figure 13. Time-Series graph showing different kinds of attacks in the world. 

 

The map in Figure 14 shows that based on several features like the type of attack 

and the number of fatalities, the data points can be partitioned into several clusters. 

Each cluster can be further divided into several sub-clusters. The location details and 

the number of attacks on each city can be identified; thereby counter measures can be 

taken to concentrate on the most targeted areas. From the analysis, it is evident that the 

South-west-Asian region is highly prone to terrorist attacks. 

 

 
Figure 14. Map view of terrorist attacks in the world. 

 

The scatter plot in Figure 15 reveals the hidden information that Military is 

targeted the most in the world. Both the fatalities and injuries are comparatively higher 

in Military because of the terrorist attacks. Even the Education sector is relatively 

affected by the terrorism. 
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Figure 15. Scatter plot showing target-based attacks in the World. 

5. Conclusion and Future Scope 

This article has addressed both the worldwide and India's statistical perspectives on 

terrorism. To develop a model best suited for data analysis, many machine learning 

algorithms were applied to the GTD data. Classification models such as Decision Tree, 

Naive Bayes, Random Forest, Support Vector Machine are created. Model evaluation 

metrics like accuracy score, f-measure, Jaccard similarity index, ROC curve was 

applied to find the model with good accuracy. The results slow that, among all the 

models, Random Forest Classification algorithm had the highest possible accuracy. 

The study disclosed the top 10 victim regions of terrorism in India and predicted 

the count of fatalities and injuries based on target. The study also revealed the major 

radical groups responsible for the most frequent attacks in India and identified which 

states are mostly likely to be attacked. The experimental results suggest that the spread 

of terrorism in India is mostly due to extreme domestic groups compared with external 

threats. 

An additional direction,  innovative based AI solutions can be incorporated by 

utilizing the comparative based analytical results for  progressing future enhancements   

for decision making on different data sets by considering other aspects like injuries, 

GPS data, spatial-temporal , video surveillance performance  extraction and trajectories 

data. 
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